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1
CHAPTER

INTRODUCTION: 5G RADIO ACCESS

Information and communication technologies (ICT) have sparked innovations in almost every society.
The ever-growing capabilities for instantly transferring and processing information are transforming
our societies in many ways—online shopping, social interactions, professional networking, media
distribution, e-learning, instant information access, remotely watching live events, audio and video
communication, virtual offices and workforce, and so on. Various industries and corporations have
also been evolving their processes and businesses based on technological advancements in information
and communication technologies.

Fifth generation (5G) mobile communication is expected to enormously expand the capabilities
of mobile networks. New technologies and functionalities are being introduced for 5G systems in
various domains—wireless access, transport, cloud, application, and management systems [6]. These
advancements are targeting traditional mobile broadband users as well as emerging machine-type users,
so that new and superior services can be enabled for both consumers and industries at large, unleashing
the potential of the internet of things (IoT), and virtual and augmented reality. According to a recent
survey performed across 10 different industries [4], the global revenues driven by 5G technologies will
be as high as 1.3 trillion USD by 2026 (see Fig. 1.1 for revenues per industrial segment). It is estimated
that by 2023, there will be around 3.5 billion cellular IoT connections [24].

The backbone of any mobile communication system is its wireless access technology, which con-
nects devices with radio base stations. As almost every society and industry is looking forward to the
5G revolution with its specific set of requirements, the design of the 5G wireless access is challeng-
ing. A 5G wireless access technology is expected to provide extreme data rates, ubiquitous coverage,
ultra-reliability, very low latency, high energy efficiency, and a massive number of heterogeneous con-
nections. The human-centric emerging applications are augmented reality, virtual reality, and online
gaming—these demand extreme throughput and low latency. For machine-type communication there
are two main segments: massive IoT and critical IoT. Massive IoT is characterized by a high number
of low cost device connections, supporting small volumes of data per device with long battery life and
deep coverage (for example, for underground and remote areas). The applications are in smart build-
ings, utilities, transport logistics, agriculture, and fleet management. The critical IoT is characterized
by ultra-reliability and very low-latency connectivity, for example, to support autonomous vehicles,
smart power grids, robotic surgery, traffic safety, and industrial control.

This book is about the upcoming 5G wireless access technology, and it focuses on its physical
layer. A preview of the book is provided in Section 1.4. This chapter gives a holistic view of the
5G wireless access technology and its global development. We start with a brief history of mobile
access technologies in Section 1.1 and introduce the 5G mobile access technology in Section 1.2. In
Section 1.3, we provide a global picture of 5G wireless access—spectrum allocations, standardization,
use cases and their requirements, field trials, and future commercial deployments.

5G Physical Layer. https://doi.org/10.1016/B978-0-12-814578-4.00006-0
Copyright © 2018 Elsevier Ltd. All rights reserved.
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FIGURE 1.1

5G enabled industry digitalization revenues for ICT players, 2026 (Source: Ericsson [4]).

1.1 EVOLUTION OF MOBILE COMMUNICATION
In 1946, the US federal communications commission (FCC) approved a first mobile telephony service
to be operated by AT&T in 1947. At this time, the equipment were bulky and had to be installed
in a vehicle due to the weight and its excessive power consumption. From this point on, more than
three decades of cellular communication technology evolution has led to a shift from analog to digital
formats of communication, going from what was mainly voice to high-speed data communication.

Leading up from the mid-1980s, the first generation (1G) of cellular communication, which mainly
carried voice, grew up using formats such as advanced mobile phone system (AMPS) in the USA and
nordic mobile telephone (NMT) in Scandinavia. These analog formats were later replaced moving to-
wards 2G with the first digital communication schemes around the mid to late-1990s—global system
for mobile communications (GSM) in Europe and digital-AMPS for the USA. At this point, the short
message service (SMS) was introduced, being one of the first widely used non-voice applications for
cellular communication. Enhancement for 2.5G using enhanced data rates for GSM evolution (EDGE),
general packet radio service (GPRS) and code division multiple access (CDMA) sparked the use of mo-
bile data communication and early cellular internet connectivity in the early-2000s. This was an early
enabler, which did, however, require a specific protocol, known as wireless application protocol (WAP).

Moving forward from 2G into 3G, in order to meet the increasing demand for cellular access data
rates, universal mobile telecommunications system (UMTS) based on wideband CDMA (WCDMA)
technology was introduced by third generation partnership project (3GPP) just around 2000. With
advances in mobile user equipment technology, this enabled the user to not only communicate via
multimedia message service (MMS), but also stream video content. Transitioning to 4G, long term
evolution (LTE) was introduced, which does not only imply major changes on the air interface, but was
moving from code division multiplexing to orthogonal frequency division multiplexing (OFDM) and
time division duplex (TDD) or frequency division duplex (FDD).

Entering the era of 4G, there were mainly two competing technologies at an early stage. These
were worldwide inter-operability for microwave access (WiMAX), based on IEEE 802.16m, and LTE
Advanced, which is an extension of LTE. LTE-A introduced technology components such as carrier



1.2 5G NEW RADIO ACCESS TECHNOLOGY 3

aggregation and improved support for coordinated multipoint (CoMP) transmission and heterogeneous
network (HetNet) deployments for improving Quality of Service (QoS) in hot-spots and coverage for
cell-edge users. LTE-A prevailed as the dominant cellular access technology today and has served as
the basis of the transition to 5G mobile communications. The transition from 4G to 5G is inspired by
new human-centric and machine-centric services across multiple industries.

1.2 5G NEW RADIO ACCESS TECHNOLOGY
5G wireless access is envisioned to enable a networked society, where information can be accessed and
shared anywhere and anytime, by anyone and anything [2]. 5G shall provide wireless connectivity for
anything that can benefit from being connected. To enable a truly networked society, there are three
major challenges:

• A massive growth in the number of connected devices.
• A massive growth in traffic volume.
• A wide range of applications with diverse requirements and characteristics.

To address these challenges, 5G wireless access not only requires new functionalities but also substan-
tially more spectrum and wider frequency bands.

Fig. 1.2 illustrates the operational frequency ranges of existing (2G, 3G, 4G) and future (5G) mo-
bile communication systems. The current cellular systems operate below 6 GHz. A large amount
of spectrum is available in the millimeter-wave frequency band (30–300 GHz); however, there is
no commercial mobile communication system operating in the millimeter-wave frequencies today.
4G LTE is designed only for frequencies below 6 GHz. There are some local area networks and
(mostly) indoor communication systems based on the IEEE 802.11ad and 802.15.3c standards that
operate in the unlicensed 60 GHz band. IEEE 802.11ay, a follow-up of 802.11ad, is under develop-
ment. 3GPP is currently developing a global standard for new radio access technology, 5G new radio
(NR), which will operate in frequencies from below 1 GHz up to 100 GHz. 5G NR shall unleash
new frequencies and new functionalities to support ever-growing human-centric and machine-centric
applications.

FIGURE 1.2

Frequency ranges of current and future mobile communication systems.
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The vision of 5G wireless access is shown in Fig. 1.3. 5G wireless access comprises both 5G NR
and LTE evolution. LTE is continuously evolving to meet a growing part of the 5G requirements. The
evolution of LTE towards 5G is referred to as the LTE Evolution [13]. LTE will operate below 6 GHz
and NR will operate from sub-1 GHz up to 100 GHz. 5G NR is optimized for superior performance;
it is not backwards compatible to LTE, meaning that the legacy LTE devices do not need to be able to
access the 5G NR carrier. However, a tight integration of NR and LTE evolution will be required to
efficiently aggregate NR and LTE traffic.

FIGURE 1.3

5G radio access vision.

1.3 5G NR GLOBAL VIEW
The research and concept development of the 5G wireless access technology (named 5G NR since
2016) started almost a decade ago with new inspiring applications and business cases in mind. The re-
search efforts led to development of 5G test-beds in universities as well as industry. Like previous
generations of cellular systems, the development of 5G NR is a well-coordinated global effort—
addressing the new spectrum allocations on global and regional levels for 5G NR and the global 5G
NR standardization in 3GPP based on the 5G requirements defined by international telecommunica-
tions union (ITU). To give a global picture of the 5G NR developments, we will in the following
discuss spectrum allocations and regulatory aspects, the standardization process, major use cases and
their requirements, some precommercial trials, and expected commercial deployments.

1.3.1 5G STANDARDIZATION
The specifications for NR and LTE are developed by the 3GPP which is a collaboration between seven
regional and national standard development organizations from Asia, Europe and North America:
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ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, and TTC. 3GPP produces technical specifications which
are transposed into standards by the standardization bodies. 3GPP was started in 1998 with the initial
goal of developing globally applicable specifications for the third generation (3G) of mobile communi-
cations. The scope has since then been widened and now includes the development and maintenance of
specifications for the second generation (2G) GSM, 3G WCDMA/HSPA, fourth generation (4G) LTE,
and 5G NR/LTE evolution.

The international radio frequency (RF) spectrum is managed by the ITU-radiocommunications sec-
tor (ITU-R). ITU-R has also a responsibility to turn technical specifications from, e.g., 3GPP into
global standards, including also countries not covered by the standardization bodies in 3GPP. ITU-R
also defines the spectrum for the so-called international mobile telecommunications (IMT) systems.
The IMT systems correspond in practice to the different generations of mobile communications, from
3G onwards. The 3G and 4G technologies are included in the IMT-2000 and IMT-Advanced recom-
mendations, respectively. A new ITU-R recommendation for 5G, called IMT-2020, is planned to be
developed in 2019–20.

ITU-R does not produce the detailed technical specifications but defines IMT in cooperation with
regional standardization bodies by specifying requirements that an IMT technology should fulfill. The
actual technology is developed by others, e.g. 3GPP, and submitted to ITU-R as a candidate IMT
technology. The technology is evaluated against the specified requirements and may then be approved
as an IMT technology. ITU-R gives recommendations of radio interface technologies in radio inter-
face specifications for a particular IMT system and provides references to the corresponding detailed
specifications which are maintained by the corresponding standardization bodies. The IMT-2000 radio
interface specifications include six different radio interface technologies while IMT-Advanced includes
two. Unlike previous generations, for 5G it is not expected that competing technologies will be sub-
mitted as candidates for IMT-2020; only 3GPP-based technologies are anticipated. 3GPP will submit
LTE evolution and NR together as their candidate system for IMT-2020.

Different generations of mobile communications have appeared around every ten years. However,
the individual systems are continuously evolving with new features. The 3GPP specifications are di-
vided into releases, where each release consists of a complete and self-contained set of specifications.
This means that a particular release contains all components needed to build a complete cellular net-
work, not just the newly added features. When a release is completed, the features are frozen and ready
for implementation. When a release has been frozen, only essential corrections are permitted. Further
functionalities will have to go into the next release. The work on different releases has some overlap, so
that the work on a new release starts before the completion of the current release. The releases should
be backwards compatible so that a user equipment (UE) developed for one release can also work in a
cell that has implemented a previous release. The first version of LTE was part of release 8 of the 3GPP
specifications. LTE release 10 was named LTE-Advanced since it was approved as an IMT-Advanced
technology by ITU-R. In release 13, the marketing name for LTE changed to LTE-Advanced Pro.

The everyday 3GPP work is divided into study items and work items. Study items are feasibility
studies of concepts, where the results are documented in a technical report (TR). The details of agreed
concepts are worked out in the work items, where the features are defined and end up in a technical
specification (TS). The 3GPP technical specifications (TSs) are organized in series and are numbered
TS XX.YYY, where XX defines the series. The radio aspects of NR are defined in the 38-series. All
3GPP specifications are publicly available at www.3gpp.org.

http://www.3gpp.org


6 CHAPTER 1 INTRODUCTION

Organizationally, 3GPP consists of three technical specification groups (TSGs) where TSG radio
access network (RAN) is responsible for the radio access specifications. TSG RAN in turn consists of
six working groups (WGs), where RAN WG1 deals with the physical layer specifications. The WGs
meet regularly and come together four times a year in TSG plenary meetings. The decisions in 3GPP
are based on consensus among the members.

Fig. 1.4 illustrates the ITU and 3GPP time lines as well as the expected development of commercial
equipment for 5G. The standardization work of 5G NR started in 3GPP in April 2016, with the aim
of making it commercially available before 2020. 3GPP is taking a phased approach in defining the
5G specifications. A first standardization phase, with limited NR functionality, NR release 15, was
completed for non-stand-alone (NSA) operation at the end of 2017 and for stand-alone (SA) operation
in mid-2018. The second standardization phase, NR release 16, is expected to meet all the requirements
of IMT-2020 and be completed by 2019.

FIGURE 1.4

5G global view.

With 5G standardization in acceleration, 5G precommercial trials are also taking place worldwide.
Based on the release 15 specifications, 3GPP-compliant base stations and devices are already under
development. The commercial deployments are then expected in two phases. The first phase of NR
commercial deployments is expected in 2019; it is based on the release 15 specifications. The second
phase of NR commercial deployments is expected to start in the 2021 time frame, based on the release
16 specifications. It is likely that the NR specifications will continue to evolve in 3GPP beyond 2020,
with a sequence of releases including additional features and functionalities.

1.3.2 SPECTRUM FOR 5G
One of the main changes when going from previous generations of mobile communications to the fifth
generation is the spectrum use at radically higher frequencies in the millimeter-wave range. 3GPP has
decided to support the range from below 1 GHz up to 52.6 GHz already from the first releases of NR
[12]. A main reason for this change is the availability of large amounts of spectrum with very large
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FIGURE 1.5

Global (ITU) and regional spectrum identifications for 5G.

bandwidths in the range of several GHz. Though the millimeter-wave spectrum seems very attractive,
there are also many challenges:

• The transmission loss goes up substantially if multiantenna and beam-forming techniques are not
used.

• RF hardware performance regarding e.g. phase noise and output power is degraded.
• There is no non-utilized spectrum, meaning that coexistence, with e.g. satellite systems, will be

required where acceptable interference levels have to be guaranteed.

As a consequence, 5G is designed by 3GPP (NR) for flexible frequency use over the full frequency
range. Joint operation at lower frequencies and higher frequencies is supported in order to provide both
reliable coverage (utilizing e.g. frequencies below 6 GHz) and very high capacity and bitrates when
possible (where millimeter-wave coverage is available).

An overview of the spectrum identified for 5G is given in Fig. 1.5. The 3300–3600 MHz band was
identified as a global IMT band by ITU-R at world radiocommunication conference (WRC)-15.1 The
corresponding global allocation above 6 GHz is subject for WRC-19. There is a substantial additional
regional spectrum identified below 6 GHz. Above 6 GHz the regional spectrum is largely overlapping
with the global bands except for around 28 GHz and 65 GHz. It is evident that the amount of spectrum
below 6 GHz is scarce and that spectrum above 6 GHz will be needed for fulfilling the requirements
of 5G. For early deployments of 5G, bands below 6 GHz at 600–700 MHz, 3300–4200 MHz, and
4400–5000 MHz have drawn attention [11]. Except the 3300–3600 MHz band which was identified as
a global IMT band at WRC15 these bands are subject to regional regulations.

In Europe the focus for early deployments is put on the 3600–3800 MHz band [3]. Also the United
States, Japan, South Korea and China use different allocations in the 3300–4200 MHz band in their
planning for early 5G systems, and 3GPP is developing a specification for this band.

The 4400–5000 MHz band is mainly promoted by China and Japan but could potentially also be
adopted by other countries in the Asia–Pacific region.

Though the bandwidth is limited in the 600–700 MHz band, it is useful for providing coverage as
the transmission losses are low without requiring any advanced multiantenna transmission techniques.
There are already allocations for LTE at 700 MHz which could be migrated to 5G in 2020 or later.
Moreover, the United States has identified 614–698 MHz for mobile use.

In the process of allocation of IMT frequencies above 6 GHz it was decided at WRC-15 to study 11
bands in the range 24.5 GHz to 86 GHz for decisions at WRC-19. ITU-R has estimated the maximum

1A WRC is held every 3–4 years where regulations are revised for the RF spectrum use across the world.
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need of spectrum for 5G to be up to 20 GHz [8]. As the current situation is that most spectrum is already
allocated, this amount of spectrum can hardly be allocated for IMT primary use, and coexistence will
be required. For this reason, a crucial part of the spectrum studies prior to WRC-19 is to assess whether
the different bands are suitable with respect to coexistence with incumbent systems, such as satellites.

The interference between IMT and other systems on earth, in air or in space, is mainly of long range.
For this reason, mainly the aggregation of multiple IMT transmitters is of interest. In this case the
specific pointing directions and antenna gain is averaged out, providing an effective omni-directional
radiation. For base stations, however, the radiation in elevation angle is focused in down-tilted direc-
tions.

In order to accurately determine interference signals between IMT and other systems, proper prop-
agation models are required. Such models are provided by the ITU-R study group 3 recommendations.
There are earlier recommendations (P.619, P.2041, P.1409, P.452, P.2001, etc.) which are valid for
atmospheric propagation paths and paths over the earth profile and for the full range of frequencies
under consideration by WRC-19. However, two important cases have been missing for modeling of
additional losses due to clutter (vegetation and man made structures like buildings) and penetration
into buildings. In March 2017 ITU-R study group 3 succeeded in providing proper models for these
cases [10], [9]. The corresponding urban clutter loss is up to 50 dB (median) for low elevation angles.
For higher elevation angles the clutter loss may be very low, down to 0 dB, as no buildings obstruct the
sky. However, for these cases the building penetration loss for indoor transmitters is in the range 40 dB
to 60 dB (median) at 30 GHz. As 5G deployments are expected to be highly concentrated in urban
environments below roof-top and indoors, the urban clutter and building penetrations losses greatly
improve the prospects for IMT coexistence with incumbent systems.

In addition to the global ITU process there have been a lot of regional efforts for finding a suitable
spectrum for 5G. The United States, Korea, Canada, Japan, Singapore, and Sweden are focusing on
bands in the 26.5–29.5 GHz range. The United States is also targeting bands in the 37–40 GHz range
and Canada is considering the very high end of frequencies in the 64–71 GHz band. Both Europe and
China have identified bands in the range 24.25–27.5 GHz. In addition China is looking at 37–42.5 GHz,
whereas Europe considers the ranges 31.8–33.4 GHz and 40.5–43.5 GHz. The 5G spectrum availability
around the world is summarized in Fig. 1.6.

Except the obvious need for contiguous bands of large bandwidths, the allocation of spectrum
for 5G will crucially depend on the frequency dependent performance of RF hardware, propagation
channel and multiantenna techniques. All these aspects are addressed in depth in Chapter 3, Chapter 4,
and Chapter 7.

1.3.3 USE CASES FOR 5G
Differently from its predecessors, 5G has the goal of providing optimized support for a number of
drastically different types of services and user requirements. Conforming to the ITU nomenclature for
international mobile communications for 2020 and beyond (IMT-2020) [7], 5G will target three use
case families with very distinct features: enhanced mobile broadband (eMBB), massive machine-type
communications (mMTC), and ultra-reliable low-latency communications (URLLC). We will next de-
scribe the features of these three use case categories, which are depicted in Fig. 1.7
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FIGURE 1.6

5G spectrum availability around the world.

eMBB:
This use case category is the natural extension of the classic mobile broadband connectivity scenario
under current mobile telecommunication standards. It addresses human-centric connectivity, including
access to multimedia content, services, and data. This is done by providing the high data rates that are
required to support future multimedia services and the increasing traffic volume generated by these
services. The eMBB use case covers a range of scenarios including:

• Hotspot connectivity, which is characterized by a high user density and extremely high data rates,
and low mobility.

• Wide-area coverage, where the user density and data rates are lower, but the mobility is higher.

URLLC:
Stringent requirements on both latency and reliability are the distinctive features of this use case cat-
egory, which targets mainly machine-type communications (MTC). Envisaged applications include
wireless control of industrial manufacturing and production processes, remote medical surgery, driver-
less and/or remotely driven vehicles, and distribution automation in smart grids.

mMTC:
The growth of the Internet of Things (IoT) is causing a proliferation of wirelessly connected devices
carrying MTC traffic. Indeed, the number of such devices is expected to exceed soon the number of
devices carrying human-generated traffic. The focus of the mMTC is on providing connectivity to a
massive number of devices, which are assumed to transmit sporadically a low amount of traffic, which
is not delay critical. The mMTC devices are expected to have a very long battery lifetime to allow
for remote deployments. A unique feature of this use case is that the MTC devices will be extremely
heterogeneous in terms of capabilities, cost, energy consumption, and transmission power.
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FIGURE 1.7

The three 5G use cases, according to the ITU nomenclature, and their main features.

Fig. 1.8 provides a graphical summary of some of the applications targeted by 5G, and their relation
to the IMT-2020 use cases just reviewed.

The ITU has set key performance requirements for IMT-2020 to be able to address satisfacto-
rily the specific needs of eMBB, URLLC, and mMTC traffic. Such requirements are summarized
in Fig. 1.9, where a comparison with the key capabilities of the previous mobile generation—IMT-
advanced—is provided. The requirements include a peak data rate of 20 Gbit/s, a latency below 1 ms,
and the capability to support a connection density of 106 devices per square kilometer. As exempli-
fied in Tables 1.1–1.2, NR is being designed to satisfy (in some cases, with large margins) all these
requirements [1].

1.3.4 5G FIELD TRIALS
In the following, we will briefly present some of the world’s most exciting 5G trials, which show the
potential of 5G to unlock new and exciting opportunities. Some pictures from these trials are shown in
Fig. 1.10.
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FIGURE 1.8

The three IMT-2020 use cases and some targeted applications.

FIGURE 1.9

The key capabilities of IMT-2020 in relation to the ones of its predecessor, IMT-advanced.
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Table 1.1 A subset of the performance requirements for high-data-rate and high-
traffic-density scenarios. The complete list can be found in [1, Table 7.1-1]

Scenario Data-rate DL Data-rate UL User density Mobility
Urban macro 50 Mbit/s 25 Mbit/s 105 UEs per km2 Up to 120 km/h

Indoor hotspot 1 Gbit/s 500 Mbit/s 25 × 104 per km2 Pedestrian

High-speed train 50 Mbit/s 25 Mbit/s 103 per train Up to 400 km/h

Table 1.2 A subset of the performance requirements for low-latency and high-reliability
scenarios. The complete list can be found in [1, Table 7.2.2-1]

Scenario Latency Error probability Data rate Connection density
Motion control 1 ms 10−6 Up to 10 Mbit/s 105 UEs per km2

Transport system
infrastructure backhaul

10 ms 10−6 10 Mbit/s 103 UEs per km2

Electricity distribution 25 ms 10−3 10 Mbit/s 103 UEs per km2

5G for flying drones: Ericsson and China Mobile successfully performed the world’s first 5G trial
for flying drones on a commercial network in 2016, with 5G enabled technologies on a cellular net-
work [14]. A drone (an unmanned aerial vehicle) was flown with handovers across multiple sites. In
order to demonstrate the concept’s validity in a real-world setting, the handovers were performed be-
tween sites that were simultaneously in use by commercial mobile phone users. The applications of
drones are emerging, for example, in agriculture, public safety, search and rescue, inventory manage-
ment, and goods delivery.

5G connectivity for high-speed cars: Ericsson and Verizon tested the limits of 5G by demonstrat-
ing 6+ Gbps throughput and super-low latency inside a moving car in 2017 [20]. The car was com-
pletely backed out and the driver operated the car while wearing a set of virtual reality glasses, relying
solely on video captured from a camera on the hood of the car. The trial showcased the massive poten-
tial of multiantenna technologies with beams tracking a high-speed car. This shows that 5G is capable
of supporting 360-degree 4K video streaming with very low latencies, even in high mobility scenarios.
This would, for example, give us the possibility to watch live sporting events with virtual reality.

A similar trial was also conducted by Ericsson, SK Telecom and BMW Group on a racetrack in
Yeonjong-do, South Korea [22]. The test network consisted of four radio transmission points from
Ericsson operating in the 28 GHz band at BMW Group Korea’s driving center. Under this setup, test
results achieved driving speeds of 170 km/h, while reaching downlink data speeds of 3.6 Gbps. This
was enabled by advanced beam-forming and beam tracking, which allows the base station to transmit
signals that follow the UEs.

5G connecting ships and ports: Tallink, Telia, Ericsson, and Intel have created a 5G test and ex-
ploration area at the Port of Tallinn in Estonia. Ericsson has set up a 5G base station in the port of
Tallinn and Intel has placed equipment inside the ferries to receive signals. The 5G trial network is de-
livering high-speed internet connectivity to the commercial passenger cruise ships and their passengers
while in the port area since 2017 [19].

5G delivering tens of Gbps worldwide: In 2016, Ericsson and Korea Telecom (KT) demonstrated
the world’s first 5G achieving 25.3 Gbps throughput [16]. The trial was performed in millimeter-wave
frequency bands for 5G mobile communications. (KT was aiming to provide 5G trial services for the
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FIGURE 1.10

5G trials. (A) 5G connectivity for high-speed cars (Ericsson, Verizon); (B) 5G connectivity for high-speed cars
(Ericsson, SK Telecom); (C) 5G for flying drones (Ericsson, China Mobile); (D) 5G connecting ships and ports
(Ericsson, Telia, Tallink Grupp, Intel); (E) 5G for remotely driving cars (Ericsson, Telefonica); (F) 5G delivering
tens of Gbps (Ericsson, Korea Telecom).

PyeongChang 2018 winter games.) In the same year (2016), Ericsson and Telstra conducted Australia’s
first live 5G trial, achieving 20+ Gbps and a latency of half of what is seen in Telstra’s 4G networks [15].
The trial used 800 MHz of spectrum, which is 10 times more than what Telstra currently uses for its
4G networks.

Ericsson and Mobile Telesystems (MTS) have built a prototype 5G network in Moscow and suc-
cessfully achieved 25 Gbps in 2017, with the use of advanced antenna systems on 5G base stations
[21].
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In January 2018, Mobile Telephony Network Group (MTN) and Ericsson performed the first 5G
trial in Africa and achieved a throughput of more than 20 Gbps with less than 5-ms latency. This was the
best performance ever achieved on a mobile network in Africa. The 5G trial was based on Ericsson’s
5G prototype radios [23].

5G making remote driving a reality: Telefonica, Ericsson, the Royal Institute of Technology
(KTH), and Applus Idiada developed a revolutionary demo to showcase the world’s first 5G remote
driving of a car on Applus Idiada race track during the Mobile World Congress 2017 [17,18]. A 5G
base station provided connectivity to a car at 15 GHz carrier frequency. The driver in a remote location
gets an in-car experience with 4K video streaming in the uplink. In the downlink, the 5G connectivity
provides ultra-low latency and high reliability to communicate driving decisions to the car. One possi-
ble application of remote driving is remote parking, where a driver can leave a car in a drop-off zone
and request assistance from a remote driver to ensure safe and efficient parking.

1.3.5 5G COMMERCIAL DEPLOYMENTS
The deployment of a 5G NR network should start from an existing 4G LTE network, which already
has good coverage [5]. As shown in Fig. 1.3, NR can coexist and interwork with LTE, which reduces
the time to market for NR. Commercial deployment of the 5G NR network is expected to occur in two
phases:

1. The first phase is a non-standalone (NSA) mode, with tight interworking between 5G NR and LTE,
as shown in Fig. 1.3. This option uses LTE as the control-plane2 anchor for NR, and it uses either
LTE or NR for user traffic (user-plane). The first 5G specification (3GPP Release 15, NSA) was
finalized at the end of 2017. Fully standard-compliant radio systems are likely to be available at the
end of 2018. We expect to see 5G NR to start being deployed during 2019.

2. The second phase is a standalone (SA) mode, with both control-plane and user-plane existing over
5G NR. The 5G specification for the SA mode was released in mid-2018. The commercial deploy-
ments for the SA mode are expected beyond 2020.

NR will need to coexist and interwork with LTE for many years to come, not only as a way of reducing
the time to market but also ensuring good coverage and mobility. With 5G NR deployments, new use
cases will pick up and 5G devices will come to market. We see the deployment of standalone NR
beginning when devices are more widely available, new use cases (e.g., ultra-reliable and low-latency
communications, industrial IoT) start to gain momentum, and NR has greater access to both new and
existing spectrum. Ultimately, 5G NR is likely to become the mainstream cellular technology used to
address multiple use cases across multiple industries. The evolution path of 5G NR deployments is
sketched in Fig. 1.11.

There are three main 5G deployment scenarios considering that LTE operates below 6 GHz (i.e.,
low or mid frequency band) and NR can operate up to 100 GHz (i.e., in low, mid, and high bands) [5]:

1. NR NSA in mid/low with LTE in low/mid band In this deployment scenario, NR and LTE will
have similar coverage per base station, since they are both deployed in similar frequencies. The

2The control-plane is mainly responsible for control signaling for connection setup, mobility (handovers), and security.
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FIGURE 1.11

The evolution path of 5G NR deployments.

greater capacity and throughput enabled by the 5G NR spectrum implies that this is a more likely
way to deployment for high user density areas, typically in city and urban areas.

2. NR NSA in high band with LTE in low/mid band In this deployment scenario, NR coverage area
per base station will be smaller than LTE coverage area, due to higher transmission losses at higher
frequencies. The main driver for this deployment is to enable high capacity and extreme throughput
cells with wider channel bandwidths available in millimeter-wave frequencies. In addition to eMBB,
fixed wireless access is an emerging use case for this deployment category.

3. NR SA in mid/low/high band NR standalone will be deployed in all frequency bands, depending
on the spectrum availability. In addition to eMBB, standalone NR deployments are very likely to be
used for private or enterprise networks to support industrial applications (for example, manufactur-
ing). Although NR SA deployments do not rely on LTE for its operation, many NR SA deployments
are likely to reuse the existing 4G physical infrastructure and transport network, thereby reducing
the cost of deployment. NR NSA in low/mid bands will be suitable for massive IoT applications.
Deployment of 5G NR in low bands is of interest to boost coverage. Deployments in high bands are
more likely to be used for high-traffic areas and for private (industrial) IoT networks.

Although deployment for cost-efficient and well-performing 5G NR networks is crucial for 5G suc-
cess, it is the availability of NR capable devices and their market uptake that will eventually determine
growth driven by 5G NR connectivity. Fig. 1.12 shows approximate timing of NR capable devices.
Early fixed wireless access devices are already available in some regions (e.g., in USA) for operation
in high bands. The first 3GPP-compliant 5G smart-phones and tablets are likely to be launched in 2019.
New NR capable devices for IoT are expected to be introduced in 2020 and beyond. For many IoT use
cases, the cost of NR capable devices might have to significantly go down below eMBB devices in
order to allow mass adoption. However, for critical IoT applications requiring high-reliability and very
low-latency connections, device cost is not expected to be a barrier.

The United States will be among the first to experience 5G commercial services [24]. The major
operators in the US have already announced that they will start providing 5G services between late 2018
and mid-2019. South Korea, Japan, and China are expected to be among early 5G service providers
with significant volumes of 5G subscriptions. Ericsson forecasts over 1 billion 5G mobile broadband
subscriptions by the end of 2023, accounting for 12 percent of all mobile subscriptions.
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FIGURE 1.12

5G device availability (Source: Ericsson [5]).

1.4 PREVIEW OF THE BOOK
This book is written for researchers and system designers in the field of mobile radio communication,
interested in understanding principles, models, and technology components for the 5G NR physical
layer. Although the focus is on 5G NR, many concepts presented in the book are of a fundamental
nature and are applicable beyond 5G. We assume that the reader has a basic understanding of digital
wireless communications and signal processing; however, familiarity with cellular technologies (for
example, 4G LTE standard) is not required. We will introduce relevant standard related concepts and
terminologies in the book.

A preview of the book is sketched in Fig. 1.13, highlighting key aspects covered in various chap-
ters. The book is composed of nine chapters covering various aspects of 5G NR—a global picture of
its development, the physical layer overview based on the first 5G NR release in 3GPP, the physical
limitations imposed by radio wave propagation and hardware impairments, the key physical layer tech-
nologies, and an open-source link-level simulator. In the following, we briefly outline the content of
each chapter.

Chapter 1 introduces 5G NR and discusses global efforts in the development of 5G NR and its future
impact on industry and society. We provide a holistic view on 5G use cases and their requirements,
spectrum allocations, standardization, field trials, and future commercial deployments.

Chapter 2 provides an overview of the 5G NR physical layer based on the first 3GPP NR release.
We will see that the physical layer components of NR are flexible, ultra-lean and forward-compatible.
Moreover, we provide an overview of radio wave propagation and hardware impairment related chal-
lenges associated with enabling a high performing NR.

Chapter 3 presents state-of-the-art insights on radio wave propagation along with description of
fundamental concepts and propagation characteristics. We focus on the frequency dependency of the
channel properties for the full range of frequencies envisioned for 5G NR, with experimental examples.
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FIGURE 1.13

Preview of the book.

The channel modeling for 5G NR is discussed. Moreover, we point out both validated and non-validated
(or deficient) aspects of the current 5G channel models defined by 3GPP and ITU-R.

Chapter 4 covers some of the traditional behavioral models for power amplifiers, local oscillators
and data converters. These models may accurately predict the input–output relation of analog and
mixed-signal components. Furthermore, a novel modeling approach is presented that provides the sec-
ond order statistics of the errors caused by non-ideal components. This stochastic modeling framework
provides a powerful tool for link-level evaluations and aids in making sound choices in terms of the
radio performance versus energy efficiency trade-offs.
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Chapter 5 presents state-of-the art multicarrier waveforms. Based on the design requirements for
NR, the chapter provides an overall waveform comparison that has led to the down selection of CP-
OFDM waveform for 5G NR. The multicarrier waveforms are compared as regards a number of key
performance indicators: phase-noise robustness, baseband complexity, frequency localization, time lo-
calization, robustness to power amplifier nonlinearities, channel time selectivity and channel frequency
selectivity.

Chapter 6 presents a flexible OFDM for 5G NR. Different factors involved in the implementation
of OFDM-based NR modems are discussed, for example, quality of service requirements, type of
deployment, carrier frequency, user mobility, hardware impairments, and implementation aspects. This
chapter puts special focus on high carrier frequencies (e.g., millimeter-wave band), where robustness
to hardware impairments (phase noise, synchronization errors) and power efficiency of the waveform
is crucial.

Chapter 7 discusses the role of multiantenna techniques in 5G NR and the features included in
the first release of the NR specifications. To provide an understanding and motivation of the features
adopted by NR, the fundamental theory behind these features is provided. The viability of the multi-
antenna techniques presented is illustrated by several experimental examples.

Chapter 8 presents different channel coding schemes for 5G NR. The performance of the coding
schemes is evaluated for different blocklength values. We review recently developed information-
theoretic tools to benchmark the performance of these coding schemes. Looking beyond what is
currently standardized in NR, we consider transmissions over multiantenna fading channels and high-
light the importance of exploiting frequency and spatial diversity through the use of space-frequency
codes, in applications that require high reliability.

Chapter 9 presents an open-source simulator that includes hardware impairment models (power
amplifier, oscillator phase noise), a geometry-based stochastic channel model, and modulation/demod-
ulation modules of state-of-the art waveforms. The chapter provides simulation exercises with various
waveforms subject to different types of impairments.
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2
CHAPTER

NR PHYSICAL LAYER: OVERVIEW

Like for any wireless technology, the physical layer forms the backbone of 5G NR. The NR physical
layer has to support a wide range of frequencies (from sub-1 GHz to 100 GHz) and various deployment
options (pico cells, micro cells, macro cells). There are human-centric and machine-centric use cases
with extreme and sometimes contradictory requirements. There may also be unforeseen applications
with new requirements in the future. To successfully address these challenges, 3GPP is developing a
flexible physical layer for NR. The flexible components can be properly optimized with an accurate
understanding of radio wave propagation and hardware imperfections in networks and devices. This
is a challenge, because these characteristics are less understood. NR is the first ever mobile radio
access technology going into millimeter-wave frequency range (with frequencies as high as 100 GHz),
targeting channel bandwidths in the GHz range, and enabling massive multiantenna systems.

The first release of NR (3GPP NR Release 15) was completed in June 2018. Any future releases of
NR will be backwards compatible to its first release. This is usually referred to as forward compatibility
of NR, that is, NR will be developed in such a manner that any future releases of NR will be backwards
compatible to its initial release(s). For the reader interested in understanding what an NR physical
layer is, in this chapter we provide an overview of the NR physical layer (based on the first NR release)
and discuss the radio wave propagation and hardware impairment related challenges associated with
enabling the NR physical layer. Our focus in the following chapters will be on fundamental principles,
models, and technology components for the NR physical layer. If the reader is interested in the details
of the NR specification, we strongly recommend [6].

The chapter is organized as follows. In Section 2.1, we briefly describe the protocol stack of the
NR radio interface and the role of the physical layer therein. Due to brevity, this section may be hard
to fully grasp if the reader is not familiar with 3GPP-based cellular technologies (e.g., 4G LTE [5]).
The rest of the chapter focuses only on physical layer aspects. Section 2.2 gives an overview of the
key physical layer technology components of NR—modulation, waveform, multiantenna, and channel
coding schemes. These technology components are explained in detail in Chapters 5–8. Section 2.2
introduces the physical time-frequency resource structure of NR. Sections 2.4 and 2.5 describe how
the time-frequency resources are allocated to different types of signals. Sections 2.6 and 2.7 explain
flexible duplexing schemes and a flexible transmission structure (frame structure) available in NR.
Finally, Section 2.9 briefly summarizes some challenges associated with radio wave propagation and
hardware impairments. This section motivates Chapters 3 and 4, which, respectively, cover radio wave
propagation and hardware impairments in depth.

2.1 RADIO PROTOCOL ARCHITECTURE
In 3GPP terminology, a base station is an implementation of a logical radio access network node. For
example, in 3G UMTS and 4G LTE, the network node is termed Node B (NB) and evolved Node B
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(eNB), respectively. A 5G NR radio access network node has been named the next generation Node B
(gNB) by 3GPP. It is important to stress that gNB is a logical entity and not a physical implementation
of a base station. A base station can be realized in different ways based on a standardized gNB protocol.
Similarly, any device is referred to as a UE in 3GPP specifications.

The radio protocol architecture for NR can be separated into control-plane architecture and user-
plane architecture. The user-plane delivers user data, whereas the control-plane is mainly responsible
for connection setup, mobility, and security. Fig. 2.1 illustrates the user-plane protocol stack of NR.
The protocol is split into the following layers: physical (PHY) layer, medium access control (MAC)
layer, radio link control (RLC) layer, packet data convergence protocol (PDCP) layer, and service
data adaptation protocol (SDAP) layer. The main functionalities of these layers are briefly described
now.

FIGURE 2.1

NR user-plane protocol stack.

• The SDAP layer handles the mapping between quality of service (QoS) flow and radio bearers.1 IP
packets are mapped to radio bearers according to their QoS requirements.

• The PDCP layer is primarily responsible for IP header compression/decompression, reordering and
duplicate detection, ciphering/deciphering and integrity protection. The header compression mech-
anism reduces the number of bits to transmit over radio interface. The ciphering protects from

1A radio bearer can be seen as a pipe that carries internet protocol (IP) packets through a network and gets prioritized according
to the specified QoS requirement.
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eavesdropping and ensures message integrity. The reordering and duplication detection mechanisms
allow in-sequence delivery of data units and removes duplicate data units.

• The RLC layer mainly performs error correction through an automatic repeat request2 (ARQ) mech-
anism, segmentation/resegmentation of (header compressed) IP packets, and in-sequence delivery
of data units to higher layers.

• The MAC layer is mainly responsible for error correction through hybrid ARQ3 (HARQ) mech-
anism and uplink and downlink scheduling. The scheduler controls the assignment of uplink and
downlink physical time-frequency resources for transmission. The MAC layer also takes care of
multiplexing data across multiple component carriers when carrier aggregation is employed.

• The PHY layer handles coding/decoding, modulation/demodulation, multiantenna processing, and
mapping of signals to physical time-frequency resources.

The control-plane is mainly responsible for control signaling for connection setup, mobility, and
security. Control signaling originates either from a core network or from a radio resource control
(RRC) layer in gNB. The main services from a RRC layer include broadcasting of system informa-
tion, transmission of paging messages, security management including key management, handovers,
cell-selection/reselection, QoS management, and detection of and recovery from radio link failures.
The RRC messages are transmitted using the same PDCP, RLC, MAC, and PHY layers as for the
user-plane. Therefore, from a physical layer perspective, there is not at all a fundamental techno-
logical difference in providing services to higher layers in control-plane and user-plane protocol
stacks.

2.2 NR PHY: KEY TECHNOLOGY COMPONENTS
The key technology components of the NR physical layer are modulation, waveform, multiantenna
transmission, and channel coding. In the following, we provide a brief overview of these physical layer
components.

2.2.1 MODULATION
NR supports quadrature phase shift keying (QPSK), 16 quadrature amplitude modulation (QAM),
64 QAM and 256 QAM modulation formats for both uplink and downlink, as in LTE. Moreover,
π/2-BPSK is supported in uplink to enable a further reduced peak-to-average power ratio and en-
hanced power amplifier efficiency at lower data rates, which is important for mMTC services. Since
NR will cover a wide range of use cases, it is likely that the set of supported modulation schemes may
be expanded. For example, 1024 QAM may become part of the NR specification, since fixed point-to-
point backhaul already uses modulation orders higher than 256 QAM. Different modulation schemes
for different UE categories may also be included in the NR specification.

2Automatic repeat request (ARQ) is an error-control method for data transmission that uses acknowledgments and timeouts to
achieve reliable data transmission.
3Hybrid ARQ is a combination of forward error-correction coding and ARQ error-control.
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Table 2.1 Scalable OFDM numerology for 5G NR (3GPP Release 15)

OFDM numerology 15 kHz 30 kHz 60 kHz 120 kHz
Frequency band 0.45–6 GHz 0.45–6 GHz 0.45–6 GHz

24–52.6 GHz
24–52.6 GHz

OFDM symbol duration 66.67 µs 33.33 µs 16.67 µs 8.33 µs

Cyclic prefix duration 4.69 µs 2.34 µs 1.17 µs 0.59 µs

OFDM symbol with CP 71.35 µs 35.68 µs 17.84 µs 8.91 µs

Maximum bandwidth 50 MHz 100 MHz 200 MHz 400 MHz

2.2.2 WAVEFORM
NR employs cyclic prefix OFDM (CP-OFDM) in both uplink and downlink up to at least 52.6 GHz.
This is in contrast to LTE, where CP-OFDM is only used for downlink transmissions and DFT-Spread
OFDM (DFTS-OFDM) is used for uplink transmissions. Having the same waveform in both directions
simplifies the overall design, especially with respect to wireless backhauling and device-to-device
(D2D) communications. Additionally, there is an option for DFT-spread OFDM (DFTS-OFDM) in
uplink for coverage-limited scenarios, with single stream transmissions (that is, without spatial multi-
plexing). In practice, a gNB can select the uplink waveform (either CP-OFDM or DFTS-OFDM) and
a UE should be able to support both OFDM and DFTS-OFDM. Any operation that is transparent to a
receiver can be applied on top of the NR waveform, such as windowing/filtering to improve spectrum
confinement.

NR has a scalable OFDM numerology to enable diverse services on a wide range of frequencies and
deployments. The subcarrier spacing is scalable and specified as 15 × 2n kHz, where n is an integer
and 15 kHz is the subcarrier spacing used in LTE. In Chapter 6, we provide details on numerology
design for NR. In 3GPP Release 15, four subcarrier spacings are specified: 15 kHz, 30 kHz, 60 kHz,
and 120 kHz (i.e., n = 1/2/3/4), all with 7% CP overhead as in LTE (see Table 2.1). For the 60 kHz
numerology, an extended CP is also defined. Different numerologies are specified for different fre-
quency bands. Currently, there is no spectrum identified for NR between 6 and 24 GHz; therefore,
the corresponding numerology has not been specified. When new frequencies will become available,
the corresponding numerologies can be specified according to 15 × 2n kHz. For all numerologies, the
number of active subcarriers is 3300. Considering 3300 active subcarriers, the maximum bandwidths
enabled by different numerologies are given in Table 2.1. To support even larger channel bandwidths,
carrier aggregation can be employed. In Release 15, up to 16 component carriers are supported, where
each component carrier can have up to 3300 active subcarriers.

The spectrum of an OFDM signal decays rather slowly outside the transmission bandwidth. In
order to limit out-of-band emission, the spectrum utilization for LTE is 90 percent. For NR, it has been
agreed that the spectrum utilization will be 94 to 99 percent. Windowing and filtering operations are
viable ways to confine the OFDM signal in the frequency domain. In Chapters 5 and 6, we provide
details on the spectrum confinement techniques for multicarrier waveforms.

2.2.3 MULTIPLE ANTENNAS
Multiantenna techniques were important already in LTE, but in NR they have a more fundamen-
tal role in the system design. The extension of the spectrum for mobile communication to include



2.2 NR PHY: KEY TECHNOLOGY COMPONENTS 25

also the millimeter-wave bands has led to a beam-centric design of NR in order to support ana-
log beam-forming for achieving sufficient coverage. Furthermore, multiantenna techniques are cru-
cial for fulfilling the performance requirements for 5G also for the traditional cellular frequency
bands.

For low frequencies, multiantenna techniques are mainly enhancements of features developed in
the later releases of LTE. The purpose with these enhancements is improved spectral efficiency driven
by the ever-increasing quest for higher data rates and capacity in a congested spectrum. Advances
in active array antenna technology have made it possible to have digital control over a large number
of antenna elements, sometimes referred to as massive multiple-input multiple-output (MIMO). This
enables higher spatial resolution in the multiantenna processing which can give higher spectral efficien-
cies. To this end, NR provides better support for multiuser MIMO (MU-MIMO) and reciprocity-based
operation. A new framework for acquiring channel state information (CSI) has been developed to al-
low for more flexibility in the transmission of reference signals and to enable CSI with higher spatial
resolution. This framework also provides a leaner system design and makes it easier to adapt to diverse
use cases and to introduce new features in future releases of NR.

For high frequencies, obtaining coverage is the main challenge rather than obtaining high spectral
efficiency. The reason for this is that transmission losses, when using legacy transmission techniques,
are considerably higher, while there is a large amount of bandwidth available in the millimeter-wave
spectrum. To overcome higher transmission losses and provide sufficient coverage, beam-forming is
useful, particularly under LoS conditions and possibly both at the gNB and UE. With current hardware
technology, analog beam-forming is expected to be prevalent at millimeter-wave frequencies. There-
fore, procedures for supporting analog beam-forming in both the gNB and the UE have been developed
in NR. Unlike previous generations of mobile communication systems, NR supports beam-forming not
only for the data transmission but also for initial access and broadcast signals.

NR multiantenna techniques for both the gNB and the UE are discussed in detail in Chapter 7.

2.2.4 CHANNEL CODING
NR employs low density parity check (LDPC) codes for the data transmission for mobile broadband
(MBB) services and polar codes for the control signaling. LDPC codes are attractive from an im-
plementation perspective, especially at multigigabits-per-second data rates. Unlike the LDPC codes
implemented in other wireless technologies, the LDPC codes considered for NR use a rate-compatible
structure. This allows for transmission at different code rates and for HARQ operation using an incre-
mental redundancy.

For the physical layer control signaling where the information blocks are small compared to data
transmission and HARQ is not used, NR employs polar codes. By concatenating the polar code with
an outer code and by performing successive cancellation list decoding, good performance is achieved
at shorter block lengths. For the smallest control payloads, Reed–Muller codes are used.

NR LDPC and polar codes are discussed in detail in Chapter 8. For URLLC services, channel codes
have not been agreed in 3GPP yet. In Chapter 8, a selection of coding schemes that exhibit a favorable
performance/complexity tradeoff in the short block length regime is discussed. These schemes may be
candidates for the future NR releases in addition to LDPC and polar codes.
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2.3 PHYSICAL TIME-FREQUENCY RESOURCES
Physical time-frequency resources correspond to OFDM symbols and subcarriers within the OFDM
symbols. The smallest physical time-frequency resource consists of one subcarrier in one OFDM sym-
bol, known as a resource element. The transmissions are scheduled in group(s) of 12 subcarriers, known
as physical resource blocks (PRBs). An example of NR physical time-resource structure is shown in
Fig. 2.2.

FIGURE 2.2

NR physical time-frequency structure.

In the time domain, the radio transmissions are organized into radio frames, subframes, slots, and
mini-slots. As illustrated in Fig. 2.3, each radio frame has a duration of 10 ms and consists of 10
subframes with a subframe duration of 1 ms. A subframe is formed by one or multiple adjacent slots,
each slot having 14 adjacent OFDM symbols. A mini-slot, in principle, can be as short as one OFDM
symbol, but in Release 15 mini-slots are restricted to 2, 4, and 7 OFDM symbols. The time duration of
a slot/mini-slot scales with the chosen numerology (subcarrier spacing) since the duration of an OFDM
symbol is inversely proportional to its subcarrier spacing.

Physical layer uses time-frequency resources for transmission. In NR, the time-frequency resources
(resource elements) represent either physical channels or physical signals, as in LTE. In the 3GPP
terminology, a physical channel corresponds to a set of resource elements carrying information origi-
nating from higher layers, whereas a physical channel corresponds to a set of resource elements (used
by physical layer) that do not contain information from higher layers. In the following sections we
discuss both.

2.4 PHYSICAL CHANNELS
The time-frequency resources carrying information from higher layers (layers above PHY) are termed
physical channels [1]. There are a number of physical channels specified for uplink and downlink:

• Physical downlink shared channel (PDSCH), used for downlink data transmission.
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FIGURE 2.3

NR frame structure.

• Physical downlink control channel (PDCCH), used for downlink control information, which in-
cludes scheduling decisions required for downlink data (PDSCH) reception and for scheduling
grants giving permission for uplink data (PUSCH) transmission by a UE.

• Physical broadcast channel (PBCH), used for broadcasting system information required by a UE to
access the network.

• Physical uplink shared channel (PUSCH), used for uplink data transmission (by a UE).
• Physical uplink control channel (PUCCH), used for uplink control information, which includes:

HARQ feedback acknowledgments (indicating whether a downlink transmission was successful or
not), scheduling request (requesting time-frequency resources from network for uplink transmis-
sions), and downlink channel-state information for link adaptation.

• Physical random access channel (PRACH), used by a UE to request connection setup referred to as
random access.

On a high level, the downlink and uplink transmissions between gNB and UE work as follows. In
downlink, a UE monitors the PDCCH, typically once per slot (PDCCH can also be configured more
than once to enable ultralow-latency transmissions). Upon detection of a valid PDCCH, the UE re-
ceives one unit of data (named a transport block) on the PDSCH following the scheduling decision
of gNB. Afterwards, the UE responds with a hybrid ARQ acknowledgment indicating whether the
data was successfully decoded or not. In the case of unsuccessful decoding, retransmission(s) is sched-
uled. For uplink data transmission, a UE first requests gNB for physical time-frequency resources for
the data awaiting transmission. This is termed a scheduling request and is sent over the PUCCH. In
response, gNB sends a scheduling grant (over the PDCCH) which gives permission to a UE to use cer-
tain time-frequency resources for transmission. Following the scheduling grant, the UE schedules its
data transmission over the PUSCH. gNB receives uplink data and sends hybrid ARQ acknowledgment
indicating whether the uplink data transmission was successfully decoded or not. In the case of a de-
coding failure, retransmission(s) is scheduled. To enable ultralow-latency communication, the network
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can also preconfigure data transmission resources for a UE to avoid the signaling involved in sending
scheduling request and scheduling grants. This is known as grant-free transmission. A drawback of this
scheme is that time-frequency resources can be unnecessarily reserved for a UE even if there is no data
awaiting transmission at the UE.

2.5 PHYSICAL SIGNALS
The time-frequency resources that are used by the PHY layer but do contain information from higher
layers (i.e., layers above the PHY layer) are termed physical signals [1]. The physical signals are
reference signals used for different purposes, for example, demodulation, channel estimation, syn-
chronization, and channel-state information. There are different physical signals in the uplink and the
downlink. The downlink physical signals include:

• demodulation reference signal (DM-RS)
• phase tracking reference signal (PT-RS)
• channel state information reference signal (CSI-RS)
• primary synchronization signal (PSS)
• secondary synchronization signal (SSS)

Furthermore, the following uplink physical signals are defined:

• demodulation reference signal (DM-RS)
• phase tracking reference signal (PT-RS)
• sounding reference signal (SRS)

NR has an ultralean design, which minimizes always-on transmissions to enhance network energy
efficiency, reduce interference, and ensure forward compatibility. In contrast to the setup in LTE, the
reference signals in NR are transmitted only when necessary. Next, we briefly discuss four main refer-
ence signals: DM-RS, PT-RS, CSI-RS, and SRS.

DM-RS is used to estimate the radio channel for demodulation. DM-RS is UE-specific, can be
beam-formed, confined in a scheduled resource, and transmitted only when necessary, both in the
downlink and the uplink. The DM-RS design takes into account the early decoding requirement to
support low-latency applications. For this reason, the DM-RS is placed in the beginning of a slot
(known as a front-loaded DM-RS). For low-speed scenarios, DM-RS uses low density in the time
domain (i.e., fewer OFDM symbols in a slot contain DM-RS). For high-speed scenarios, the time
density of DM-RS is increased to track fast changes in the radio channel.

PT-RS is introduced in NR to enable compensation of the oscillator phase noise. Typically, phase
noise increases as a function of the oscillator carrier frequency. PT-RS can therefore be utilized at high
carrier frequencies (such as by millimeter wave) to mitigate phase noise. One of the main degradations
caused by phase noise in an OFDM signal is an identical phase rotation of all the subcarriers, known as
common phase error (CPE). (This is discussed in detail in Chapter 6 and Chapter 7.) PT-RS is designed
so that it is sparse in the frequency domain and has a high density in the time domain and the reason
is as follows. The phase rotation produced by CPE is identical for all subcarriers within an OFDM
symbol, but there is low correlation of phase noise across OFDM symbols. The density of PT-RS in
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frequency domain is one subcarrier in every PRB, every second PRB, or every fourth PRB. The density
in time domain is every OFDM symbol, every second OFDM symbol, or every fourth OFDM symbol.
Fig. 2.4 shows an example of DM-RS and PT-RS time-frequency structure. Like DM-RS, PT-RS is also
UE-specific, it is confined in a scheduled resource, and it can be beam-formed. PT-RS is configurable
depending on the quality of the oscillators, the carrier frequency, the OFDM subcarrier spacing, and
on the modulation and coding schemes used for transmission.

FIGURE 2.4

An example of time-frequency structure DM-RS and PT-RS.

CSI-RS is a downlink reference signal which is used mainly for CSI acquisition, beam management,
time/frequency tracking and uplink power control. It has a very flexible design in order to support di-
verse use cases. CSI-RS for CSI acquisition is used for determining CSI parameters such as channel
quality indicator (CQI), rank indicator (RI), and precoding matrix indicator (PMI), which are needed
for link adaptation and for determining precoders. Furthermore, a so-called CSI interference measure-
ment (CSI-IM) resource, which is a zero-power CSI-RS (ZP CSI-RS) resource, can be configured for
interference measurements in the UE. For beam management, CSI-RS is used for evaluating candi-
date transmission beams by measuring reference signal received power (RSRP) for each beam. It can
also be used for beam recovery purposes. A CSI-RS configured for time/frequency tracking is called
a tracking reference signal (TRS). TRS can be used for fine time and frequency synchronization, and
Doppler and delay spread estimation. This is needed for channel estimation and demodulation.

The SRS is transmitted in uplink to perform CSI measurements mainly for scheduling and link
adaptation. For NR, it is expected that the SRS will also be utilized for reciprocity-based precoder
design for massive MIMO and uplink beam management. SRS has a modular and flexible design to
support different procedures and UE capabilities.
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Table 2.2 Semi-static TDD configurations

OFDM numerology Uplink/downlink switching periodicities [ms]
15 kHz 0.5, 1, 2, 5, 10

30 kHz 0.5, 1, 2, 2.5, 5, 10

60 kHz 0.5, 1, 1.25, 2, 2.5, 5, 10

120 kHz 0.5, 0.625, 1, 1.25, 2, 2.5, 5, 10

2.6 DUPLEXING SCHEME
NR supports TDD and FDD transmissions, as in LTE. The duplex scheme typically depends on spec-
trum allocation. At lower frequencies, the spectrum allocations are mostly paired, implying FDD
transmission. At higher frequencies the spectrum allocations are often unpaired, implying TDD. In
addition, NR supports dynamic TDD, where uplink and downlink allocations dynamically change over
time. This is one of the key enhancements over LTE which is useful in scenarios with rapid traffic vari-
ations. The transmission scheduling decisions are made by the gNB scheduler and the UEs follow these
scheduling decisions. The network can coordinate scheduling decisions between neighboring network
sites to avoid interference, if necessary. TDD can also be semi-statically configured with certain up-
link/downlink switching periodicities. There are uplink/downlink switching periodicities specified in
Release 15 for different OFDM numerologies given in Table 2.2.

2.7 FRAME STRUCTURE
The NR frame structure follows three key design principles to enhance forward compatibility and
reduce interactions between different functionalities. The first principle is that transmissions are self-
contained. Data in a slot and in a beam is decodable on its own without dependency on other slots
and beams. This implies that reference signals required for the demodulation of data are included in a
given slot and a given beam. The second principle is that transmissions are well confined in time and
frequency. Keeping transmissions confined makes it easier to introduce new types of transmissions in
parallel with legacy transmissions in the future. The NR frame structure avoids the mapping of control
channels across the full system bandwidth. The third principle is to avoid static and/or strict timing
relations across slots and across different transmission directions. For example, asynchronous HARQ
is used instead of a predefined retransmission time.

The NR frame structure supports TDD and FDD transmissions and operation in both the licensed
and the unlicensed spectrum. It enables very low latency, fast HARQ acknowledgments, dynamic TDD,
coexistence with LTE and transmissions of variable length (for example, short duration for URLLC
and long duration for enhanced MBB (eMBB)). Considering the TDD operation, Fig. 2.5 provides
examples of NR frame structure for different scenarios.

NR can also employ mini-slots to support transmissions with a flexible start position and a duration
shorter than a regular slot duration. In principle, a mini-slot can be as short as one OFDM symbol and
can start at any time. In Release 15, mini-slots are limited to 2, 4, and 7 OFDM symbols. Mini-slots can
be useful in various scenarios, including low-latency transmissions, transmissions in unlicensed spec-
trum and transmissions in the millimeter-wave spectrum. In low-latency scenarios, transmission needs
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FIGURE 2.5

Examples of NR physical layer frame structure.

to begin immediately without waiting for the start of a slot boundary (ultra-reliable low-latency com-
munications (URLLC), for example). When transmitting in the unlicensed spectrum, it is beneficial to
start transmission immediately after the listen-before-talk (LBT) mechanism. When transmitting in the
millimeter-wave band, the large amount of bandwidth available implies that the payload supported by
a few OFDM symbols is large enough for many of the packets. Fig. 2.5 provides examples of URLLC-
and LBT-based transmission in unlicensed spectrum via mini-slots and illustrates that multiple slots
can be aggregated for services that do not require extremely low latency (eMBB, for example). Having
a longer transmission duration helps to increase coverage or reduce the overhead due to switching (in
TDD), transmission of reference signals, and control information.

The same frame structure can be used for FDD, by enabling simultaneous reception and trans-
mission (that is, downlink and uplink can overlap in time). This frame structure is also applicable to
device-to-device (D2D) communications. In that case, the downlink slot structure can be used by the
device that is initiating (or scheduling) the transmission, and the uplink slot structure can be used by
the device responding to the transmission.

To obtain low latency, a slot (or a set of slots in the case of slot aggregation) is front loaded with
control signals and reference signals at the beginning of the slot (or set of slots), as illustrated in
Fig. 2.6. An NR frame structure also allows for rapid HARQ acknowledgment, in which decoding
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is performed during the reception of downlink data and the HARQ acknowledgment is prepared by
the UE during the guard period, when switching from downlink reception to uplink transmission. NR
supports very short duration uplink control signals (along with longer formats) to provide fast HARQ
feedbacks from a device to the base station. Fig. 2.6 shows an example of a self-contained slot where
the delay from the end of the data transmission to the reception of the acknowledgment from the device
is on the order of just one OFDM symbol.

FIGURE 2.6

A self-contained slot.

2.8 PHY PROCEDURES AND MEASUREMENTS
There are a number physical layer procedures defined in the NR specifications, for example for cell
search, power control, uplink synchronization and timing control, random access, and beam man-
agement, and there are channel-state information related procedures [2,3]. The NR specification also
defines physical layer measurements for intra- and inter-frequency handover, inter RAT handover, tim-
ing measurements, and measurements for radio resource management [4]. These details (apart from
the beam management procedure) are out of scope of this book. We strongly recommend [6] for un-
derstanding these details.

2.9 PHYSICAL LAYER CHALLENGES
5G NR is the first cellular technology to operate at millimeter-wave frequencies, support GHz of band-
widths, and utilize a massive number of antennas. These aspects impose a number of challenges for
operation of NR physical layer mainly due to less understood radio wave propagation characteristics
and hardware impairments (at the base stations and the devices). To enable a high performing NR,
it is important to accurately understand the characteristics of radio propagation and hardware impair-
ments. Chapters 3 and 4 address radio wave propagation, channel modeling, and hardware impairment
modeling in great detail. In the following, we provide a brief discussion of some of these challenges.

2.9.1 PROPAGATION RELATED CHALLENGES
When going up in frequency the antenna related transmission loss increases as the square of the fre-
quency, for any fixed receive antenna pattern, because the aperture is proportional to the square of the
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wavelength. Some additional increase in loss due to propagation effects is likely, particularly under
NLoS conditions. The challenge here is to utilize advanced multiantenna techniques to steer the sig-
nal into favorable directions and to increase the receive antenna aperture. At this point it is not fully
clear to what extent the channel conditions may be improved at higher frequencies by means of these
antenna techniques. In some scenarios, like LoS, it may even be favorable to go up in frequency. It is
clear that the outdoor-to-indoor scenario will be challenging as the penetration loss goes up substan-
tially with frequency. Another effect of using beam-forming and narrow beams is that the channel’s
dynamic changes will be larger and faster due to sudden blockage of the beam. Furthermore, the di-
rectional spread characteristics of the propagation channel is not well known. For channels which are
highly dispersive in direction (rich scattering) high gain antennas are not very useful as they will only
catch/direct a small fraction of the signal from the transmitter/to the receiver. In this case fully coher-
ent antenna combining techniques are more suitable. However, such techniques are very complex and
resource costly when the array antenna sizes are large in terms of the number of elements.

The main challenge for NR is to what extent novel multiantenna techniques may compensate for
loss of, or even gain in, performance at higher frequencies comparing with legacy techniques used at
lower frequencies. Under LoS conditions it is favorable to use higher frequencies and beam-forming as
shown in Chapter 3. Moreover, the propagation losses in NLoS do not increase dramatically with fre-
quency (in the range 0 logf to 6 logf ) except for outdoor-to-indoor transmissions. However, as early
deployments of NR are expected to largely rely on analog beam-forming, the propagation channel is
required to be highly directive. There are unfortunately only few highly directionally resolved channel
measurements, implying that the possible beam-forming performance at millimeter-wave frequencies
is largely unknown.

2.9.2 HARDWARE RELATED CHALLENGES
As regards the demands for increasingly high data rates moving into NR, the need for spectral efficiency
and more bandwidth is rapidly increasing. The technology components used to address this increase
involve advanced multiantenna techniques such as massive multi user (MU)-MIMO or, moving into
the millimeter-wave regime, analog beam-forming. This raises new challenges in terms of efficient
radio implementation as both the number of deployed transceivers and their operating frequencies and
bandwidths increase.

As one of the important building-blocks in radio transceiver front-ends, the RF power amplifier (PA)
continues to play a critical role as a major consumer of power. Operating in dense and highly integrated
antenna arrays, the PA may also suffer the effects of mutual coupling unless sufficient isolation is
implemented. This introduces another source of distortion caused by load-modulation as the active
impedance presented to the amplifier changes over time. Another critical issue in antenna systems
using directive transmission is assessing the distortion behavior in terms of how it is distributed over
space. With conventional methods, the distortion follows the same pattern as the desired signal, but
using MU-MIMO precoding or beam-forming techniques, this is generally not the case.

RF oscillators are another source of imperfections in the analog front-end, which, when moving
toward the millimeter-wave bands, becomes a limiting factor. Maintaining a stable oscillation be-
comes more difficult at very high frequencies as the increasing losses decrease the quality factor of
the resonator-tanks and there is a lack of power generation due to fundamental limitations in transistor
technology. Thus, as the phase noise increases, coherent transmission may become increasingly diffi-
cult. Thus, phase noise needs to be accurately modeled in order to assess its impact and to provide a
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basis for countermeasures such as tracking. Phase-locked loop (PLL) techniques may be used in order
to decrease the narrow-band 1/f part of the phase noise, which may have more significant negative
effects on OFDM-based transmission, but this comes at the cost of increased white noise levels.

As advanced signal processing hardware and algorithms make it possible to compensate for some of
the more prominent impairments, data-converters such analog-to-digital converter (ADC) and digital-
to-analog converter (DAC) are crucial components connecting the analog and digital domains. Unfor-
tunately, data-converters do not enjoy the same beneficial scaling as described by Moore’s law, as these
are mixed signal components and generally require linear transistor technologies. Scaling down the ge-
ometries to increase the available processing speed is not necessarily a good option in this case, as it
makes the transistors operate more as switches. As shown in the literature, massive MU-MIMO opens
up possibilities to decrease the effective resolution. This will, however, inflict an increasing amount of
quantization noise which, if left unchecked, may corrupt the signal to a large extent. In order to as-
sess the impact of a coarser quantization, different modeling techniques based on either deterministic
behavioral models or stochastic processes may aid us.

Overall, the need for improved mathematical tools capable of assessing the behavior of non-ideal
radio components over time/frequency and space is larger than ever. Specifically this is so since these
models may serve as a basis for advanced compensation techniques such as digital pre-distortion (DPD)
or phase-noise tracking. Current developments in this field have further opened up possibilities of new
analysis and understanding of how radio imperfections behave in the context of a large antenna array.
Another relevant field of modeling which currently is in its cradle is that of stochastic modeling of radio
impairments aimed to aid performance analysis on link- or system-level, as the kind of oversampled
passband or baseband data most behavioral models are built upon may not always be available. This
modeling framework will be further discussed in Chapter 4.
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CHAPTER

PROPAGATION & CHANNEL
MODELING

Radiowave propagation knowledge is crucial for development of wireless communications. The reason
is that propagation represents the two most important respects in which mobile and fixed telecommu-
nications differ.

The first is the physical media in which the transmitted electromagnetic waves propagate. In the
fixed case the medium is mainly transmission lines, for example optical fibers and coaxial copper
cables. The media in the case of mobile communications is in contrast the complete environment
in which the transmitter and receiver are embedded. As denser materials both absorb and reflect a
substantial fraction of the energy of radio waves, the main medium for propagation is the free space
between those materials. Though it is possible to steer the transmitted signal to the desired receiver by
utilizing advanced antenna techniques, the propagation environment does not allow for full isolation
between links, wherefore signals transmitted from different sources are normally mixed at the receivers,
causing substantial interference.

The second respect in which mobile communications are different from the fixed case is that the
channel may vary heavily in time and space. Good knowledge of the characteristics of these varia-
tions is essential when optimizing transmission techniques as well as when dimensioning and planning
networks.

This chapter provides a comprehensive overview of the impact of the radio propagation channel
on mobile communications, explaining some key aspects in detail. It is organized as follows. In Sec-
tion 3.1 the fundamentals of radiowave propagation are explained based on electromagnetic theory.
Section 3.2 presents commonly used quantities for the characterization of the propagation channel,
whereas corresponding experimental results are exemplified in Section 3.3. Recent 5G channel model-
ing provided by mainly 3GPP and ITU-R is presented in Section 3.4. Focus is put on understanding the
models and the extent to which the modeling is accurate and realistic. Moreover, model components
that need further improvements are pointed out. Finally, the chapter is summarized and future work is
proposed in Section 3.5.

3.1 PROPAGATION FUNDAMENTALS
This section deals with some fundamental aspects of propagation that are useful for understanding
characterization and modeling of the radiowave channel in a mobile communications context. For a
comprehensive description of electromagnetic theory the reader is referred to standard textbooks on
the topic such as [3], [13]. Propagation concerns the radiowave pathway between the transmit antenna
and the receive antenna. Sometimes the antenna is mixed up with propagation effects in propaga-
tion modeling, which is a problem which is addressed in Section 3.1.2. Antennas may, however, not
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be avoided in propagation research where they primarily are used for measuring the electromagnetic
fields at specific space points or in specific directions of propagation. This section sheds light on some
of the fundamental aspects of radiowave propagation. The first subsection explains what electromag-
netic waves are. The second subsection deals with free-space propagation and the third with the basic
propagation mechanisms.

3.1.1 ELECTROMAGNETIC WAVES
In the most fundamental respect electromagnetic waves are defined as the set of solutions of Maxwell’s
equations in space regions free from charges. This set of solutions may be represented by different
series expansions. We will here focus on the plane wave expansion, which is very useful for describing
propagation in a comprehensible way. Moreover, plane waves are the most common representation
used in standard channel models. For plane waves, the electric E and magnetic H fields are equal and
orthogonal to each other and to the Poynting vector,

S = E × H∗, (3.1)

which points in the direction of propagation. Defining an orthonormal reference system (e1 , e2 , e3) the
electric field of the plane wave is given by

E(x, t) = Re
[
(e1E1 + e2E2)e

ik·x−iωt
]

(3.2)

where x is the space coordinate, t is the time, k = e32π/λ where λ is the wavelength, and ω is the angle
frequency of the wave. The corresponding magnetic field is given by

H = e3 × E
√

ε

μ
(3.3)

where ε and μ are the permittivity and permeability, respectively. Fig. 3.1 shows three cases of plane
waves defined by the following electric fields:

1) E1 = 0, E2 = 1

2) E1 = 1√
2
, E2 = i√

2

3) E1 = 1√
4

(
e−iπ/6 − 1

)
, E2 = 1√

4

(
e−iπ/6 + 1

)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(3.4)

where 1) corresponds to linear polarization, 2) to circular polarization and 3) to elliptic polarization. It
is clearly seen that the E and the H fields are orthogonal and equal in strength at each time instance.
A plane wave is defined by its six corresponding degrees of freedom: 1) the polarization elliptic axial
ratio, 2) the polarization ellipse main axis rotation angle, 3) the field amplitude, 4) the wave phase,
5) the Poynting vector polar angle, and 6) the Poynting vector azimuth angle. These degrees of freedom
may also be represented by the electric and the magnetic vector fields at a space point. In this case the
electromagnetic wave field is viewed as a sum of plane waves which results in that the magnetic and
the electric fields are decorrelated. For any wave vector k, however, a plane wave supports only two
orthogonal polarization states.
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FIGURE 3.1

Plane waves with 1) linear, 2) circular, and 3) elliptic polarizations.

3.1.2 FREE-SPACE PROPAGATION
In order to understand propagation in general it is essential to have full insight into free-space propa-
gation. In principle, propagation should exclude antenna effects. In practice, however, it is not possible
to study propagation without the use of antennas. Here we will focus on the case of using some ba-
sic antennas being very clear on which effects are due to the antennas and which effects are due to
propagation. The isotropically radiating antenna is commonly used as a reference. In free space the
transmission loss between two such antennas (shown in Fig. 3.2) is referred to as free-space basic
transmission loss (by ITU-R [8]) and is in dB units given by

Lbf = 20 log

(
4πd

λ

)
(3.5)

where d is the distance between the antennas and λ is the wavelength. Though the isotropic antenna is
commonly used as a reference it has been shown that it is not very practical to realize [16], [33]. There
is a corresponding expression for arbitrary antenna patterns,

Lf = Lbf − Gt − Gr (3.6)
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FIGURE 3.2

Free-space basic transmission loss versus distance for different carrier frequencies.

where Gt and Gr are the antenna gains at the transmitter and the receiver, respectively. It should be
noted that (3.6) is based on the assumption that the transmit and receive antennas are fully matched in
both direction and polarization.

It is clear from Fig. 3.2 that the free-space basic transmission loss is frequency dependent. This is
the case, by (3.6), for any type of antenna (dipole, horn, patch, etc.) with a specified antenna pattern.
As the shape of a specific type of antenna does not change with frequency the far field radiation does
not change either. The size of a specific antenna is, however, proportional to the wavelength λ and
thus the aperture (effective antenna area) is proportional to λ2. As a consequence the received power
for free-space transmission using any type of antennas (fixed gain and antenna pattern) depends on
the frequency, f , as −20 logf in dB units. This is indeed the result of fixing the antenna gains of
(3.6). It should be noted that this frequency dependence is a pure antenna effect. From a propagation
perspective there is no frequency dependence when transmitting with a fixed gain antenna as the power
flux density at any far field distance is frequency independent in this case.

Instead of fixing the gain of the receive antenna the aperture may be kept constant over frequency.
In this way the received signal becomes proportional to the power flux density at the receiver, which
is frequency independent when a fixed gain transmit antenna is used. When a fixed antenna aperture
is used also in the transmit end of a free-space link, there is actually a reduction of transmission loss
with increasing frequency proportional to −20 log (f ). This is explained by that the antenna gain of a
fixed aperture antenna increases with frequency providing corresponding increased signal strength at
the receiver. This gain is, however, valid only in the far field of the antennas. For high frequencies in
the millimeter-wave range the far field may be at fairly large distances depending on the sizes of the
antenna apertures. In the near field region the transmitted lobe width may be substantially smaller than
the receive antenna aperture. In this case the transmission loss may actually be negligible (0 dB). It
should, however, be noted that, for physical reasons, there is no possibility of obtaining a transmission
gain (i.e., loss < 0 dB) [4]. Moreover, large aperture antennas have corresponding high gains and
narrow lobes, which have to be directed towards the antenna in the other end of the link.
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FIGURE 3.3

Free-space transmission loss versus frequency for 1) fixed gains, 2) fixed gain and fixed aperture, and 3) fixed aper-
tures (left hand side), and corresponding lobes for the fixed aperture transmit antenna case (right hand side). The
dashed line in the left hand graph shows the loss assuming far field when in the near field region.

All cases described above are illustrated in Fig. 3.3 where a 100-m free-space transmission link
is simulated for fixed gain antennas (G = 5 dBi), and fixed square antenna aperture (30x30 cm). The
fixed aperture gives 5 dBi gain at 500 MHz and 51 dBi gain at 100 GHz. The transition from the far
field region to the near field region between 200 GHz and 500 GHz when using fixed aperture antennas
in both ends of the link is clearly shown in the figure.

The free-space basic transmission loss is commonly referred to as free-space path loss in the liter-
ature. There are probably historical reasons for this. This use is, however, somewhat problematic as it
gives the impression that free-space propagation might be frequency dependent, which is not the case
as explained above. For this reason the notion of path loss is avoided throughout this book. Instead the
notion of transmission loss is used when appropriate.

3.1.3 SCATTERING AND ABSORPTION
In a real environment the conditions are rarely similar to free space. Typically there is an abundance of
structures and objects in the environment surrounding a transmission link which scatter the propagating
electromagnetic waves. In an urban environment these objects are typically man made, like buildings
and vehicles. In rural environments vegetation and geographical formations dominate the environment.
Scattering can be categorized into a few basic types:

• Specular reflection and refraction At sufficiently flat and large surfaces electromagnetic waves are
scattered fulfilling Fresnel reflection and refraction formulas. In optics this type of scattering results
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in specular and refracted images. The size of a surface has to be considerably larger than one Fresnel
zone1 to scatter according to Fresnel’s formulas.

• Diffraction When the size of a flat surface is at the order of one Fresnel zone or smaller, the scat-
tering is most accurately described by diffraction theory. This is also the case in the shadow zone
behind an object which is blocking a propagating wave.

• Diffuse scattering Any object or structure which is not smooth and homogeneous over several
Fresnel zones will scatter a wave in a diffuse manner. This is typically the effect of rough surfaces
such as stone or brick walls, vegetation and ground.

• Absorption Absorption is substantial in some scenarios. For example when transmitting through
vegetation the absorbed energy may be substantial. This is also the case when transmitting from
outdoor to locations inside a building. Moreover, at large distances the absorption in the atmosphere
may be substantial.

3.2 PROPAGATION CHANNEL CHARACTERIZATION
When developing radio transmission techniques it is crucial to know well the characteristics of the
radio propagation channel. Under conditions close to free space, like for microwave links, the main
challenge is to determine the time-varying transmission loss of the direct path. In this case the loss is
mainly varying due to rain and consequently the corresponding probability of rain intensity is of inter-
est. For cellular communications, however, the channel is characterized by the scattering environment
and the mobility of terminals and some of the scattering objects which are not stationary. As a conse-
quence, the received signal may vary considerably over time and space. Moreover, in cellular scenarios
the propagation is affected by multipath propagation, i.e., the received signal is a mix of a multitude of
different waves scattered around in the environment arriving with different directions and delays. To
account for the multipath, the channel is commonly modeled as a set of discrete (plane) waves which
combine at the receive antenna. Each discrete wave is determined by its pathway from the transmit
antenna, via scattering (except for the direct path), to the receive antenna. In typical mobile communi-
cations scenarios the number of paths needed to characterize the channel may be very large up to tens
of thousands. For the plane wave expansion the channel Hmn between transmit antenna element n and
receive antenna element m is mathematically characterized by

Hmn =
N∑

l=1

grx
m

(−krx
l

)T · Al · gtx
n

(
ktx

l

) · exp
[
i
(
ktx

l · rtx
n − krx

l · rrx
m + ωτl + ωDl

t
)]

(3.7)

where Al is the complex polarimetric amplitude matrix of the lth of totally N plane waves, grx
m

(−krx
l

)
and gtx

n

(
ktx

l

)
are the complex polarimetric antenna pattern vectors for the corresponding wave vectors

krx
l and ktx

l , rtx
n and rrx

m are the position vectors of the receive and transmit antenna elements rela-
tive to corresponding antenna reference points, ω is the angular frequency (ω = 4πf ), τl is the wave
propagation delay between transmit and receive antenna reference points, ωDl

is the Doppler angular

1If the pathway via any point at the border of a reflective surface is more than one wavelength longer than the specularly reflected
path, the reflecting surface is larger than one Fresnel zone.
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FIGURE 3.4

Local antenna reference system. The coordinate system for polarization is given by e1 = φ̂, e2 = θ̂ and e3 = r̂.

frequency and t is the time. The antenna patterns are defined based on local reference systems. For
this purpose fixed local coordinate systems (x, y, z, or in polar coordinates, r , φ, θ ) are used. Based
on the fixed reference systems additional direction related reference systems are used for specifying
the corresponding polarimetric pattern components in the different directions. The axes of these di-
rection relative reference systems are defined by corresponding unit vectors pointing in the directions
of increasing azimuth, e1 = φ̂, and elevation, e2 = θ̂, angles and increasing radius distance, e3 = r̂, as
shown in Fig. 3.4. For free-space propagation and use of unit gain antennas the polarimetric amplitude
is given by

A = λ

4πd

[−1 0
0 1

]
(3.8)

where the minus sign is due to that the receiver coordinate system is rotated 180 degrees relative to
the transmitter coordinate system. With both transmit and receive antennas having any of the three
polarization cases of Eq. (3.4) the channel gain is given by

∣∣∣(grx)T · A · gtx
∣∣∣ = λ

4πd
(3.9)

which, as expected, corresponds to the freespace-loss Lbf given by Eq. (3.5). When using receive
antenna polarizations which are orthogonal to the transmit antenna polarizations, we have

∣∣∣(grx)T · A · gtx
∣∣∣ = 0. (3.10)
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With regard to (3.4) the corresponding orthogonal polarizations are given by

1) E1 = 1, E2 = 0

2) E1 = − 1√
2
, E2 = i√

2

3) E1 = 1√
4

(
e−iπ/6 + 1

)
, E2 = 1√

4

(
e−iπ/6 − 1

)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (3.11)

3.2.1 FREQUENCY-DELAY DOMAIN
The channel response of Eq. (3.7) is specified in the frequency domain, i.e., it is a function of the radio
frequency f . There is a complementary equivalent way to specify the channel in the delay domain
providing the corresponding channel response of an impulse, h(τ), as a function of the delay τ . The
relation between these two domains is given by the corresponding Fourier transforms,

h(τ) = ∫ ∞
−∞ H (f ) exp (i2πf τ)df

H (f ) = ∫ ∞
−∞ h(τ) exp (−i2πf τ)dτ

⎫⎬
⎭ . (3.12)

For radio data transmissions, modulation of a continuous wave around a specific carrier frequency f0 is
utilized. The speed of the modulation and corresponding bitrate is proportional to the bandwith B used.
For a channel, the band-limiting filter characteristics determine the shape of the corresponding impulse
response. This may be exemplified by means of a channel having a single multipath component with a
delay of τ1 and a uniform bandpass filter

h(τ) = B
2 sinc [πB (τ − τ1)] · [exp (i2πf0t) + exp (−i2πf0t)

]

H (f ) =
⎧⎨
⎩

0 if |f | > f0 + B
2 and |f | < f0 − B

2

1
2 if |f | < f0 + B

2 and |f | > f0 − B
2

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (3.13)

The corresponding channel responses for f0 = 2 GHz, B = 200 MHz, and τ1 = 10 ns are shown in
Fig. 3.5. In the passband the fast oscillations of h(τ), due to the carrier frequency f0, are evident.
Moreover, both positive and negative frequencies of H (f ) are needed for providing the real chan-
nel response. For convenience the channel is commonly described in the baseband meaning that the
frequency is translated to zero mean, i.e., f ′ = f − f0

h(τ) = Bsinc [πB (τ − τ1)]

H
(
f ′) =

⎧⎨
⎩

0 if
∣∣f ′∣∣ > B

2

1 if
∣∣f ′∣∣ < B

2

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (3.14)

In the following the baseband representation of the channel will be used, if the passband representation
is not specifically indicated, with f representing the frequency in the baseband.

The uniform frequency filter in Eq. (3.14) results in substantial ringings, or side-lobes, around the
main impulse in the delay domain. This can be mitigated by choosing a different frequency filter such
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FIGURE 3.5

Example of a channel in passband and baseband with carrier frequency at 2000 MHz using 200 MHz bandwidth.
The power of the baseband channel is twice the power of the passband channel to facilitate the comparison in the
delay domain.

as the commonly used Hann filter

h(τ) = Bsinc [πB (τ − τ1)]+
B
2 sinc [πB (τ − τ1) + π] + B

2 sinc [πB (τ − τ1) − π]

H (f ) =
⎧⎨
⎩

0 if |f | > B
2

cos
(

π
B

f
)

if |f | < B
2

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

. (3.15)

In Fig. 3.6, the channel responses of a uniform frequency filter and a Hann filter are shown. The
side-lobes for the Hann filter are clearly smaller than for the uniform filter.

When modeling a channel in frequency domain a sum of different waves having different delays
and amplitudes, as a result of scattering in the environment, is used. We will illustrate this by the typical
exponentially decaying channel,

H (f ) = ∑N
l=1 al exp (i2πf τl)

al = exp
(
− τl

στ
+ iφl

)
⎫⎪⎬
⎪⎭ (3.16)
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FIGURE 3.6

Channel responses for a uniform frequency filter (A) and (C), and a Hann filter (B) and (D).

where φl is a random phase and στ is the root mean square (RMS) delay spread which is a useful
measure defined by

μτ =
∑N

l=1 τl |al |2∑N
l=1 |al |2

στ =
√∑N

l=1 (μτ −τl )
2|al |2∑N

l=1 |al |2

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (3.17)

For delay spreads substantially larger than the one over the bandwidth, i.e., στ > 1
B the channel be-

comes frequency selective, meaning that the signal is fading substantially over this band. In Fig. 3.7
the corresponding channels are shown for στ = 20 ns and στ = 100 ns. Two cases of bandwidths are
shown, B = 10 MHz and B = 100 MHz, applying Hann filtering in the delay domain to suppress
the side-lobes. As the delay domain resolution is proportional to the used bandwidth, more multipath
components are resolved at the higher bandwidth. An important channel property is that the channel
is frequency flat over a bandwidth which is less than that needed to resolve multipath components
as shown in Fig. 3.7D. A measure commonly used to characterize the frequency selectivity is the
coherence bandwidth defined as the bandwidth over which the channel is correlated at some level, typ-
ically over 0.9. For the channels in Fig. 3.7 the corresponding coherence bandwidths are 1 MHz for
στ = 100 ns, and 5 MHz for στ = 20 ns.

3.2.2 DOPPLER-TIME DOMAIN
The channel characteristics in Doppler-time domain are fully analogous with frequency-delay domain.
In this case the channel variations in time t are specified by the Doppler frequencies fD of the corre-
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FIGURE 3.7

Channel responses in delay and frequency domains for στ = 100 ns, (A) and (B), and στ = 20 ns, (C) and (D), for
B = 100 MHz, (A) and (C), and B = 10 MHz, (B) and (D).

sponding multipath components,

h(t) = ∫ ∞
−∞ H (fD) exp (i2πfDt) dfD,

H (fD) = ∫ ∞
−∞ h(t) exp (−i2πfDt) dt

⎫⎬
⎭ . (3.18)

When modeling a channel in the time domain a sum of different waves having different Doppler fre-
quencies is used. The main reason for having different Doppler frequencies is that either end, or both
ends, of a radio link are moving causing a Doppler up-shift (down-shift) in frequency when the antenna
is moving towards (away from) a wave. Another reason is that significant scatterers in the environ-
ment, like vehicles and trees, might be moving. We will illustrate this by a channel having a uniform
directional distribution of waves in the horizontal plane around a moving terminal. The corresponding
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Doppler distribution is referred to as the classical Doppler distribution; we have

h(t) = ∑N
l=1 al exp

(
i2πtfDl

)
fDl

= v
λ

cos
(

2πl
N

)
al = exp (iφl)

⎫⎪⎪⎬
⎪⎪⎭

(3.19)

where v is the terminal velocity. In analogy with the frequency-delay domain the coherence time is
inversely proportional to the RMS Doppler spread σfD,

μfD =
∑N

l=1 fDl
|al |2∑N

l=1 |al |2

σfD =
√∑N

l=1
(
μfD−fDl

)2|al |2∑N
l=1 |al |2

⎫⎪⎪⎬
⎪⎪⎭

. (3.20)

In Fig. 3.8 a classical Doppler channel with maximum frequency fDmax = 100 Hz is shown. The cor-
responding coherence time is 1 ms. In Fig. 3.8C and D the case with a stationary added path, having
10 dB higher power than the sum of the other paths, is also shown. This case corresponds to a scenario
with stationary transmitter and receiver in an environment with substantial amount of moving scatter-
ers, like a street with heavy traffic. For this case the coherence time is infinite, as the correlation in time
never goes below 0.9.

3.2.3 DIRECTIONAL DOMAIN
The directional domain relates directly to the Doppler domain by

fDl
= v · kl

2π
= v

λ
cos (θl) (3.21)

where θl is the angle between the velocity v and the wave vector kl . The direction information may be
obtained from Doppler information in terms of the k vector,

kx,y,z = 2π
fDx,y,z

vx,y,z

ux,y,z = λ
fDx,y,z

vx,y,z

⎫⎪⎬
⎪⎭ (3.22)

where u is the direction unit vector. In practice, the corresponding directional spectrum is obtained
by performing a Fourier transformation of three dimensional spatial channel samples as described in
Section 3.3.2.1.

The directional spread is commonly characterized by means of the angular spread in azimuth and
elevation (or polar) angles. Angle spreads are problematic, however, as they are both cyclic and non-
Euclidian. To overcome the problem that angles are cyclic the cut in angle range may be placed at the
point that minimizes the spread. The other problem—that angles are non-Euclidian variables—is more
serious. When characterizing the channel by azimuth and elevation spreads the channel is not invariant
under rotation of the coordinate system.
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FIGURE 3.8

Channel responses in Doppler and time domains for classical Doppler with σfD = 70 Hz, (A) and (B), and for clas-
sical Doppler with a stationary added path with σfD = 20 Hz, (C) and (D), for T = 250 ms, (A) and (C), and T =
25 ms, (B) and (D).

An alternative directional spread definition, proposed in [19], does not suffer from these problems.
It is based on a Doppler spread in three dimensions normalized so that it is equal to the angular spread
when the spread is small. This directional spread σdir is defined by

μun =
∑N

l=1 un,l |al |2∑N
l=1 |al |2

σdirn = 180
π

√∑N
l=1

(
μun−un,l

)2|al |2∑N
l=1 |al |2

σdir =
√

σ 2
dirx

+ σ 2
diry

+ σ 2
dirz

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

(3.23)
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where n corresponds to the three spatial components (x, y, z) representing the spreads along the corre-
sponding directions. It should be noted that the total spread σdir is invariant with respect to coordinate
system rotations.

3.3 EXPERIMENTAL CHANNEL CHARACTERISTICS
The previous section laid the theoretical basis of radiowave propagation. This section deals with the
experimental results needed for understanding and characterizing real mobile communications propa-
gation channels. For this purpose one needs to understand both measurement techniques and analysis
methods. For a complete characterization of the channel both frequency-delay and Doppler-time do-
mains are required. Moreover, to understand and utilize antenna characteristics like pattern, lobewidth
and MIMO, the channel needs to be characterized in the spatial/directional domain. However, this do-
main is actually equivalent to the Doppler-time domain as shown in the previous section. All these
aspects are addressed in some depth in this section.

3.3.1 MEASUREMENT TECHNIQUES
There are several different techniques for propagation measurements which are more or less advanced.
The corresponding hardware designs may be highly complex. Here the most commonly used types
of equipment and techniques used for measuring a radio channel response and transmission loss are
briefly described.

3.3.1.1 Continuous Wave
The continuous wave (CW) method is commonly used for measuring transmission loss only. It is based
on transmitting a sine wave signal at a fixed frequency using a narrow frequency filter at the receiver.
Combined with a high transmit power and a low noise amplifier at the receiver a very high sensitivity
may be obtained. The hardware solutions are typically relatively compact and simple, enabling exten-
sive sampling of the signal strength over large areas in a fast and convenient way. One drawback is,
however, that the multipath of the channel is not resolved resulting in substantial spatial fading.

Fig. 3.9 shows a measured signal CW signal at 5.1 GHz from a measurement route in a street
microcell under non line-of-sight (NLoS) conditions. In order to reduce the fading due to the multipath
effect a sliding average over 1.7 m has been applied.

3.3.1.2 Vector Network Analyzer
In contrast to CW measurements, a vector network analyzer (VNA) allows maximum possible mea-
surement bandwidths. The basic principle is to perform a frequency swept sampling of the channel
over a predefined bandwidth. For providing corresponding channel responses in the delay domain, it
is convenient to use discrete Fourier transformation (DFT) methods. As the VNA measurement prin-
ciple is based on measuring fully coherent ratios between the transmitted and received signal both the
transmitter and the receiver antennas have to be connected to the VNA with RF cables. The advantage
is that the received signal is fully synchronized with the transmitted signal, which enables absolute
delay measurements and coherent averaging over long times for the suppression of noise. A substantial
drawback is that the mobility is limited by the RF cabling. Moreover, a single frequency sweep may
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FIGURE 3.9

Continuous wave measurement at 5.1 GHz in a street microcell under NLoS condition.

take several seconds depending on the SNR at the receiver location which requires that both ends of
the link are stationary. Another drawback is that the range is limited due to signal attenuation by the
RF cables, which may be several dB per meter depending on the radio frequency. The range may be
extended considerably to many kilometers, however, by replacing the RF cables by optical fibers using
RF-to-opto and opto-to-RF converters. In Fig. 3.10 the measured channel response at 58.7 GHz using
2 GHz bandwidth is shown for a NLoS microcellular street scenario [22]. In this specific measurement
an optical fiber was used to extend the range to more than 100 m. The large bandwidth results in a large
fraction of the rich multipath of this channel being resolved.

3.3.1.3 Correlation-Based Channel Sounding
The main advantage with correlation-based channel sounders is that they are both mobile and wide-
band. To achieve this, a dedicated sounding signal is transmitted periodically and then correlated as
a function of delay at the receiver. Typically OFDM or pseudo-random sequences are used together
with a sliding correlator in delay. This technique allows both mobile and wideband measurements. The
trade-off is between channel sampling frequency and noise suppression. Moreover, as the transmitted
signal is modulated in both phase and amplitude, there are limitations due to amplifier non-linearities.
More details of this type of equipment are presented in [32] and [15].

3.3.1.4 Directional Characteristics
The directional characteristics of the propagation channel are of particular interest when going up
in carrier frequency into the millimeter-wave range. At these frequencies the use of omnidirectional
antennas limits the possible range due to the substantial increase of transmission loss as a result of the
decreasing antenna apertures. For this reason beam-forming techniques are required for focusing the
transmission and reception in propagation directions which minimize the loss. There are basically two
methods used for this purpose in propagation measurements.
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FIGURE 3.10

VNA channel measurement at 58.7 GHz and 2 GHz BW in a street microcell under NLoS condition. The baseband
power delay profile is shown together with the channel response in the passband.

The first method is to use physical directive antennas, such as horn and parabolic reflector anten-
nas, which are rotated in elevation and azimuth to scan the space angle. This method is not sensitive
to time-varying channel conditions and is therefore suitable for CW and correlation-based channel
sounding.

The second method is to use the so-called virtual antenna method. This method utilizes space sam-
pling of the propagation channel where a single physical antenna is moved to different space positions
by means of a robotic antenna positioning system. The directional characteristics of the measured chan-
nel are then determined off-line by means of array antenna techniques. The advantage of this method
is that very high resolution and suppression of side-lobes may be achieved. The drawback is that the
spatial sampling means long measurement times, up to many hours for large arrays, and therefore also
it requires phase locked transmitter and receiver and stationary channel conditions. This method is
suitable for VNA-based channel sounding.

3.3.2 ANALYSIS METHODS
Acquiring good quality measurement data requires considerable effort and skill. The raw measurement
data is, however, of little use without thorough and accurate analysis. Providing reliable and accurate
analyzed results takes even more effort than performing the actual measurements. In this section some
commonly used analysis methods and their corresponding advantages and disadvantages are described.
Moreover, requirements for providing comparability between different measurements and/or frequency
ranges are provided.
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FIGURE 3.11

Simulated response of a plane wave impinging from −135◦ in azimuth and −35◦ in elevation for a cubic virtual
array.

3.3.2.1 Spectral Analysis
The spectral methods are based on direct analysis of the measured signal and corresponding power
distributions using Fourier techniques for transformations between frequency and delay, and between
Doppler and time domains, as described in Sections 3.2.2 and 3.2.1. For directional analysis, direct
angular channel sampling using directive physical antennas or virtual antennas may be used.

For a stationary channel, the spatial samples are analogous to time samples of a moving terminal.
When the channel is sampled in three spatial dimensions it is possible to determine the corresponding
power spectrum for all three components of the wave vector k.

One example of this method using a cubic virtual antenna of 253 = 625 samples is shown in
Fig. 3.11. The space samples are transformed to the k domain by DFT using a Hann filter over all
three space dimensions for reducing the side-lobes. The corresponding directional spectrum is ob-

tained by filtering out values from the k domain cube with a fixed radius
√

k2
x + k2

y + k2
z = |k|. The

performance of this method is impressive, providing side-lobe suppression of more than 50 dB. This
is in contrast to the use of physical antennas for which the side-lobe level typically is suppressed
by less than 30 dB. To bring the measured channel to the discrete format of (3.7) each peak of the
multidimensional spectrally measured channel data is identified as a multipath component with corre-
sponding phase and amplitude [21]. An example for an indoor NLoS scenario is shown in Fig. 3.12,
where the directly measured channel is shown together with corresponding synthesized channel using
400 estimated multipath components. It is clear that the modeled channel agrees well with the directly
measured channel.

3.3.2.2 Superresolution Methods
Assuming that the discrete plane wave model (3.7) is valid, the theoretically possible accuracy is lim-
ited only by the signal-to-noise ratio. There are many superresolution methods reported in the literature,
of which the most popular ones are based on maximization of the likelihood P . The corresponding log-
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FIGURE 3.12

Measured indoor LoS channel at 60 GHz and corresponding synthesized channel using 400 MPCs for a cubic
virtual array.

likelihood function to minimize is given by

− logP = NrxNtxNf log(πσ 2) + 1

σ 2

Nrx∑
m=1

Ntx∑
n=1

Nf∑
k=1

∣∣∣H̃mnk − Hmnk

∣∣∣2
(3.24)

where m and n are the space samples in the receive and transmit ends, respectively, k is the index over
frequency, H̃mnk and Hmnk are the modeled and measured channel responses, respectively, and σ 2 rep-
resents the power of the noise which is assumed to follow a zero mean complex Gaussian distribution
over the channel samples. In order to find the most probable set of plane waves, which would mimic the
measured channel best, the log-likelihood function is minimized with respect to the model parameters.

A free search over all model parameters and measurement samples is practically not possible due
to the huge computational effort. One common method for reducing this effort is SAGE [5], which
is based on maximizing the likelihood for one parameter at a time and iterate until the minimum is
found. The problem with this method is that plane waves, which are closely spaced in angle or delay,
are strongly correlated. As a consequence the increase in computational effort is very large and there-
fore the convergence is very slow. This problem has been addressed by means of gradient methods, like
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FIGURE 3.13

The lower graph shows power delay profiles from a NLoS urban macrocell scenario at 5 GHz. Both the directly
measured profile (upper light) and the profile based on the super-resolved estimates (lower dark) are shown. The
upper graph shows the directions of the estimated plane waves as viewed at the BS location where the triangle
indicates the direction of the mobile station.

RIMAX [34], [30], which utilize differentiation around local likelihood maxima to achieve fast conver-
gence of the correlated parameters. The problem with this method is, however, that some correlation or
coupling between most of the multipath components remains, meaning that the likelihood needs to be
maximized simultaneously for all waves. A method to decouple the multipath components is proposed
in [17]. As the method also provides reduction of the data size and parameter space, many orders of
magnitude better computational efficiency is obtained. An example of the application of this method is
shown in Fig. 3.13 which is from an urban macrocell scenario at 5.1 GHz where a virtual planar array
of 10x25 elements with 2-cm spacing was used at the BS. It is clear that the super-resolved estimates
account for the main part of the received power. Moreover, the main directions of the waves, as viewed
from the BS, show that the most significant scatterers are trees and exterior building walls.

Though superresolution methods may provide a high accuracy of significant discrete multipath
components, the method suffers from incapability of estimating the diffuse or dense multipath com-
ponent of the channel. As this component may be substantial, superresolution methods commonly
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FIGURE 3.14

Power delay profiles using 2 GHz BW (left) and 80 MHz BW (right) in a NLoS microcellular scenario. Correspond-
ing 20-dB dynamic ranges below the main peak are indicated. The resulting delay spreads are 7 ns for 2 GHz BW
and 28 ns for 80 MHz BW.

give substantially inaccurate output. For this reason, the spectral methods are preferred for providing
reliable output.

3.3.2.3 Measurement Comparability
The amount of propagation measurement campaigns performed worldwide is indeed extensive. Many
of the corresponding results are compared and summarized in statistical analyses performed by the
research community. In those analyses it is, however, important to be thorough and to fulfill the require-
ments for ensuring that the measurements are comparable. For this purpose a list of critical require-
ments which need to be fulfilled, for different campaigns and frequency bands, has been identified [28]:

• Equal measurement bandwidth (providing equal delay resolution)
• Comparable antenna pattern, either physical or synthesized
• Equal dynamic power range in the respective domain of analysis (e.g., delay, angle)
• Same environment and same antenna locations (for comparing different frequency bands)

It has e.g. been found that the requirement of equal bandwidths is critical for avoiding a fictitious
decrease of delay spread with increasing frequency. The basic problem is that substantially larger mea-
surement bandwidths are available at higher frequencies in the millimeter-wave range, wherefore those
measurements typically are performed using substantially larger bandwidths. The need for equalizing
the bandwidths used in the analysis is illustrated in Fig. 3.14 where a 20-dB dynamic range below
the main peak has been used for determining the RMS delay spread. The impact of the different used
bandwidths is considerable, giving delay spreads of 7 ns and 28 ns for 2 GHz and 80 MHz bandwidths,
respectively. The reason why the equalization of bandwidth is required is that any strong discrete
multipath component that is resolved has a peak power proportional to the used bandwidth, while
the non-resolved components stay at a constant level irrespective of the bandwidth used. As a fixed
dynamic power range below the main peak typically is used in the analysis, the difference of using
different bandwidths is substantial.
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FIGURE 3.15

Floorplan of indoor office measurement scenario.

3.3.3 TRANSMISSION LOSS MEASUREMENTS
The loss in received signal strength due to propagation effects is one of the most basic and one of the
most important characteristics of the radio propagation channel. In this section the current empirical
understanding of transmission loss is presented and illustrated with a number of measurement examples
from real cellular scenarios with focus on the frequency dependency in the range 1–100 GHz. Most
of the measurements have been performed using vertical omni dipole antennas having very similar
patterns for all frequencies. Additionally, vertical patch antennas or open waveguides have been used
in outdoor-to-indoor measurements at the outdoor transmitter location. As measurements performed
around 60 GHz are subject to oxygen absorption of about 1.5 dB/100 m, this loss has been compen-
sated for in those measurements. The reason for this is the desire to facilitate the modeling by making
possible smooth interpolation/extrapolation over the full frequency range and, depending on the need,
adding the oxygen absorption to the baseline model. Moreover, all measurement data is provided in
terms of the loss in excess of free-space loss in order to avoid any impact of antenna frequency de-
pendence and to focus on pure propagation effects. For this purpose, all measurement data is carefully
calibrated by line-of-sight (LoS) short range (0.1–1.0 m) measurements.

3.3.3.1 Indoor Office Scenario
This measurement example is from an indoor office environment. The basic layout shown in Fig. 3.15
is a corridor with office rooms along both sides. At the end of the corridor there is a 90 degrees turn.
The receive (Rx) antenna is placed at two locations, one in the corridor and one inside an adjacent
office room. The transmit antenna is placed at different locations both in the corridor and inside office
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FIGURE 3.16

Transmission loss, in excess free-space loss, versus distance for 2.44, 5.8, 14.8, and 58.68 GHz measured in the
indoor office environment.

rooms. The exterior walls of the building are made of brick and the interior walls of plasterboard and
glass.

Fig. 3.16 summarizes the main results of the transmission loss analysis. The loss in dB units, L, rel-
ative to free-space power at 1-m distance is plotted for the frequencies, 2.44 GHz, 5.8 GHz. 14.8 GHz,
and 58.68 GHz, for the different LoS and NLoS scenarios. A two parameter exponent model,

L = 10n log(d) + L0, (3.25)

has been fitted to the measured loss, in dB units, where d is the distance between transmitter and
receiver in meters. The corresponding model by 3GPP [2] accounts also for the frequency dependence,

L3GPP = 38.3 log(d) − 15.1 + 4.9 logf (3.26)

where f is the carrier frequency in GHz. The two last terms correspond to the frequency dependent
term L0 in (3.25). It is clear from the figure that the measurement data agrees very well with the 3GPP
model. Moreover, the frequency trend is clear as the propagation loss increases about 5 dB per decade
in addition to the free-space loss.
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FIGURE 3.17

Outdoor-to-indoor measurement scenario. The indoor Rx locations are marked with filled circles and the Tx location
is marked with an open circle.

3.3.3.2 Outdoor-to-Indoor Scenario
An outdoor-to-indoor multifrequency measurement campaign has been performed in an eight floors
office building in an urban environment as depicted in Fig. 3.17. The transmitter is located in an open
window at the top floor of the building and the received signal is measured at two slightly shifted
(30 cm) positions at 40 indoor locations across the inner yard on the same floor. At the top floor of
the building the exterior wall is covered with metal. The windows are, however, pure glass without
metalization.

Between 2.44 GHz and 14.8 GHz the building penetration loss ranges from around 0 dB up to
30 dB (Fig. 3.18). The lower end of penetration loss around 0 dB is similar for all frequencies, while
the highest losses around 45 dB occur only at 58.68 GHz. The minimum loss, due to penetration of the
exterior wall/window only, is in the range 0–5 dB with the highest values for 5.8 GHz and 58.68 GHz.
This non-monotonic dependence on frequency may be explained assuming that the three layers of glass,
in the window frames, cause constructive or destructive interference, as an effect of multiple reflections,
resulting in periodic varying attenuation as a function of frequency. Subsequent measurements show
that the window loss is about 2, 10, 0, and 6 dB at 2.44, 5.8, 14.8, and 58.68 GHz, respectively,
which confirms this effect and explains the measured minimum penetration loss. Moreover, it is clear
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FIGURE 3.18

CDFs of measured outdoor-to-indoor loss, in excess of free-space loss, for the different frequencies.

that the spread of penetration loss is substantially larger for the higher frequencies. This may partly
be the result of the venetian blinds, in some of the windows, which block the vertically polarized
waves at the higher frequencies but are transparent at the lower frequencies. Regarding median loss,
the measurement results agree very well with the corresponding 3GPP model [2]. It should be noted
that the 3GPP model does not account for any non-monotonic frequency effects. Moreover, there is an
increasing spread of the measured loss with increasing frequency, which also is not accounted for in
the 3GPP model. Further details on outdoor to indoor propagation modeling are given in the channel
modeling section, Section 3.4.1.1.

3.3.3.3 Outdoor Street Scenario
Outdoor street measurements have been made in an urban area consisting of mainly modern office
building blocks of about 100 m length and 25 m height (Fig. 3.20). The measurements were performed
in both LoS and NLoS in a street canyon, of about 20 m width, with both transmitter and receiver
antennas located about 1.5 m above ground. In Fig. 3.19 the excess loss is shown for all frequencies.
In LoS a multipath gain of up to 5 dB (relative to free space) is observed, which is similar at all
frequencies. This gain is due to additional paths from reflections off the ground and exterior walls. In
the NLoS region behind the corner of the building a substantial increase in the excess loss is observed.
This loss is substantially lower than what is expected by knife edge diffraction at the corner, as indicated
in Fig. 3.19. Further, the frequency dependence is much weaker than what is expected from diffraction.
This result suggests that the dominating propagation mechanisms in NLoS must be different from
diffraction, e.g. specular and/or diffuse scattering by objects or rough exterior walls. Moreover, it is
clear that the oxygen compensation at 60 GHz is substantial, up to 4 dB, for the NLoS data, which is
more than what is expected from the link distance only. This is, however, explained by the lengths of
significant reflected propagation paths being substantially larger than the link distance. The measured
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FIGURE 3.19

Measured loss versus distance for RX2 for the scenario shown in Fig. 3.20. The corresponding loss by knife edge
diffraction is marked with dashed lines.

frequency dependence of the excess loss (about 3 logf [dB]) is clearly less than what is expected by
knife edge diffraction (about 10 logf [dB]). It is, however, somewhat higher than that of the 3GPP
channel model (1.3 logf [dB]) reported in [2].

In order to get some further insight into the propagation mechanisms, visual ray tracing has been
performed for two measurement locations at 60 GHz as shown in Fig. 3.20. The first transmitter loca-
tion (TX1) is in NLoS but very close to LoS. The first arriving path is attenuated by diffraction. It is
possible to reconstruct the pathway of the strongest path assuming one specular reflection off an exte-
rior building wall along the street. The second transmitter location (TX2) is substantially further down
the street into the NLoS region. At the delay corresponding to the path diffracted around the corner,
no signal above the noise floor is observed. The first cluster of weak paths is observed at propagation
distances substantially longer than the diffraction path length. This cluster is likely to be caused by scat-
terers and/or rough surfaces in the area of the street corner. The strongest peak stands out having around
20 dB higher power level than the rest of the power delay profile. A plausible corresponding pathway
(matching the propagation length of the measured peak) is possible to reconstruct assuming four specu-
lar reflections off exterior building walls. This shows that specular paths may be important even far into
the NLoS region. However, for most of the NLoS locations such pronounced peaks were not observed.

3.3.3.4 Outdoor Urban Over Rooftop Scenario
To measure transmission loss for an urban outdoor over rooftop propagation scenario (macrocell
scenario) is very challenging at higher frequencies, particularly in the millimeter-wave range as the
transmission loss increases substantially when using practical omni antennas. This problem may be
mitigated somewhat by using directive antennas at the BS location above the roof tops. However, at
the UE locations on the ground, substantial angle spread is expected both in elevation and azimuth due
to the UE being embedded in the urban clutter. To solve the problem by using high transmit power is



60 CHAPTER 3 PROPAGATION & CHANNEL MODELING

FIGURE 3.20

Power delay profiles in NLoS locations TX1 and TX2 at 60 GHz and corresponding reconstructed pathways.

practically not possible at millimeter-wave frequencies. A more practical solution is to use very high
performance LNAs. Moreover, for CW measurements a very high suppression of noise is possible by
means of Doppler filtering. This technique has been used in two independent multifrequency measure-
ment campaigns in Aalborg [27] and Tokyo [23]. In the Aalborg campaign no frequency dependency
was observed. This may, however, be the effect of a limited dynamic range at the highest frequency 28
GHz. In the Tokyo campaign the measurement sensitivity was better at the higher frequencies, allowing
measurements up to 67 GHz.

The 3GPP modeling of urban macrocell transmission loss [2] is largely based on the Aalborg mea-
surement campaign and is, relative to free-space, given by

LUMa = 19.08 log(d) − 18.9 [dB] (3.27)



3.3 EXPERIMENTAL CHANNEL CHARACTERISTICS 61

FIGURE 3.21

Indoor channel impulse response measurement scenario.

where d is the distance in meters and f the frequency in GHz. The corresponding model provided by
ITU-R in [12] is based on the Tokyo measurements and is given by

LUMa = 23.9 log(d) − 38.7 + 3.0 logf [dB]. (3.28)

Except that the ITU-R model is frequency dependent and the 3GPP model is not, they are similar. The
empirical basis for whether the loss for urban macrocell scenarios in general is frequency dependent or
not is a subject for further investigation.

3.3.4 DELAY DOMAIN MEASUREMENTS
The delay domain is important for providing the characterization of the frequency selectivity of the
channel as described in Section 3.2.1. Moreover, it is critical for optimizing transmission waveforms
with respect to delay spread (see Chapter 6). As 3GPP has chosen OFDM for NR, cyclic prefix length
optimization is directly related to the delay spread of the channel. In this section measured delay
domain properties for a wide frequency range and important propagation scenarios are presented. The
general frequency trends and comparisons with the 3GPP channel model are saved for Section 3.3.4.4.

3.3.4.1 Indoor Office
A multifrequency measurement campaign has been performed in an indoor office scenario as shown
in Fig. 3.21. The receiver was placed at a fixed location and the transmitter at 15 different locations
mainly in NLoS. All requirements for measurement comparability over different frequencies (provided
in Section 3.3.2.3) are fulfilled. The channel is measured at 2.4, 5.8, 14.8, and 58.7 GHz. In Fig. 3.22
corresponding power delay profiles of two exemplary Tx locations are shown together with the average
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FIGURE 3.22

Power delay profiles for TX positions 4 and 14 (upper graphs) and average delay spread as a function of frequency
together with fitted 3GPP type of model (lower graph).

RMS delay spread, σDS, as a function of frequency. No obvious frequency trend is observed, neither
in power delay profiles nor in the average delay spread values. The independence is in fact well inside
the 95% confidence range when fitting the 3GPP type of the model

σDS = 10β(1 + f )α (3.29)

where α and β are model parameters and f is the carrier frequency in GHz. The fitted values for the
curve shown in Fig. 3.22 are α = −0.01 ± 0.05 and β = −7.58.

3.3.4.2 Outdoor-to-Indoor
The outdoor-to-indoor measurements described in Section 3.3.3.2 have been further analyzed to de-
termine delay spread and the corresponding frequency dependency. It is here important to point out
that the dynamic range of the impulse responses in many locations is limited, down to below 10 dB.
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FIGURE 3.23

Outdoor-to-indoor CDFs of RMS delay spread for the different frequencies (upper graphs) and average delay spread
as a function of frequency together with fitted 3GPP type of model (lower graph).

This means that the absolute delay spread sometimes may be underestimated. However, as the same
dynamic range was used for all frequencies at each location no bias in the frequency dependency is
introduced. The trend seems to be that the delay spread goes up with frequency as shown in Fig. 3.23.
It is likely that the longer delays are caused by multiple reflections over the inner yard. Strong specular
reflections are expected due to windows and/or metal tiles covering the exterior walls. However, these
tiles and/or windows are smaller than one Fresnel zone at the lower frequencies, resulting in that the
corresponding reflections are non-specular and therefore attenuated at the lower frequencies. It should
be noted that this observed frequency trend is not general, but specific to the geometry of the scenario,
as pointed out later in this section.

3.3.4.3 Outdoor Street Canyon Scenario
The outdoor street measurements described in Section 3.3.3.3 have also been analyzed to determine
the corresponding delay spread characteristics with focus on the NLoS region. In this region the trend
is that the delay spread seems to be independent of frequency, as shown in Fig. 3.24. The fitted model
shows indeed that there is no significant frequency dependence.
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FIGURE 3.24

Outdoor street canyon RMS delay spread versus distance for the different frequencies (upper graph) and average
delay spread as a function of frequency together with fitted 3GPP type of model (lower graph).

3.3.4.4 General Frequency Trend in Delay Domain
The experimental delay domain results presented so far indicate, except for the outdoor-to-indoor sce-
nario, that there is no clear frequency trend. Previous results by e.g. 3GPP [2] indicate that the delay
spread generally decreases when the frequency increases. However, when developing the 3GPP model
the requirements for comparability between different frequency bands (provided in Section 3.3.2.3)
were not thoroughly fulfilled, wherefore the corresponding results might be questioned. The EU
funded project mmMAGIC [25], [26] has undertaken extensive channel measurements in which the
requirements for comparability between different frequency bands were carefully seen to be fulfilled.
Corresponding model parameters for five scenarios have been determined by statistically combining
15 independent measurement campaigns by six organizations. In Fig. 3.25 the 3GPP type of model
(3.29) fitted to the mmMAGIC measurement data as well as the corresponding 3GPP model values are
shown. There is a clear discrepancy between the two model fits, where the 3GPP model parameters
show a strong general decrease of delay spread as a function of frequency, which is absent in the mm-
MAGIC data. Only street canyon LoS and indoor office in LoS show a slightly decreasing trend, within
the 95% confidence range, for the mmMAGIC data.
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FIGURE 3.25

Delay spread model (3.29) fitted to mmMAGIC channel measurements and corresponding 3GPP model. The dashed
lines indicate 95% the confidence limits for the mmMAGIC fits.
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FIGURE 3.26

Measurement scenario (upper graph) where the whiteboard used for NLoS measurements is marked with a ver-
tical line between the Rx and Tx antennas, and directional power spectra (lower graphs) for the LoS and NLoS
measurements. The whiteboard contour is indicated with a black line in the NLoS graph.

3.3.5 DIRECTIONAL DOMAIN MEASUREMENTS
As pointed out in Sections 3.1.2 and 3.3.1.4 techniques to point the transmit and receive anten-
nas in favorable directions will be required for mobile communications at high frequencies in the
millimeter-wave range. This is due to the fundamental property that the aperture of a receiver using
an omni-antenna is proportional to the square of the carrier wavelength and therefore corresponding
transmission losses allow only very short link distances. For this reason it is essential to have in depth
knowledge about the directional properties of radio propagation channels, particularly at the higher
frequencies. This section presents highly resolved experimental characterization of the radio channel
over a wide frequency range for some selected scenarios.

3.3.5.1 Indoor Office Wideband Results at 60 GHz
Channel measurement data at 58.7 GHz from an indoor office scenario, depicted in Fig. 3.26, have been
analyzed using the spectral analysis method described in Section 3.3.2.1. For this purpose the channel
has been sampled using a vertical dipole (2 dBi gain) antenna in both the transmit and the receive end
of the link. The spatial samples were obtained by means of a 3D antenna positioning robot providing a
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FIGURE 3.27

Power delay profiles for both LoS and NLoS (upper left graph) together with directional distributions of the first
arriving paths on top of panoramic photographs.

virtual antenna array the size of 25x25x25 = 15625 elements using a spatial sampling distance of 0.4
wavelengths.

The measurements were performed in an indoor office environment at 1.5 m Tx–Rx distance under
both LoS and NLoS conditions in the 57.68–59.68 GHz band. For the NLoS measurement a 2 m x
1.2 m large metal whiteboard was placed between the Tx and Rx antennas. The locations of Tx and Rx
were the same in both the LoS and the NLoS measurements. In Fig. 3.26 the full directional spectra for
both the LoS and the NLoS measurements are shown. Due to the short distance the LoS measurement
is clearly dominated by the direct path. In contrast to LoS, the NLoS measurement is spatially much
richer, having around ten strong paths in different directions. However, except for the direct path, and a
few other strong paths blocked by the whiteboard, the two measurements show very similar directional
characteristics. The channel seems to be composed of some distinct directions on top of a more smooth
(diffuse) background. There seems to be a rich distribution of diffuse paths in all directions, except for
those directions which correspond to the parts of the floor which are empty (no furniture).

In Fig. 3.27 corresponding power delay profiles for the LoS and the NLoS cases are shown for the
first arriving paths. The first path is clearly dominant in the LoS case whereas the later reflected paths
dominate in the NLoS case. There is, however, an early path also in the NLoS case which is suppressed
by 40 dB relative to the LoS path due to diffraction over the upper edge of the whiteboard. There is also
a path arriving somewhat later which is diffracted at the lower edge of the whiteboard. Both diffracted
paths are shown on top of a panoramic photograph in Fig. 3.27.
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FIGURE 3.28

Power delay profiles for both LoS and NLoS (upper graph) together with directional distributions of the strongest
path in NLoS on top of panoramic photographs.

When analyzing the strong peak number 4 of the power delay profile, shown in Fig. 3.28, it is
clear that there are some significant scatterers such as objects on the table and the bookshelves. There
are also a couple of strong reflections off a window and a wall segment. Comparing the LoS and the
NLoS cases it is clear that some of the high power directions are absent in the NLoS graph due to the
corresponding pathways being blocked by the whiteboard. An important conclusion that can be drawn
is that simple ray tracing, based on the geometry of the room, would not succeed to model the rich
scattering caused by furniture and other objects in the room.

3.3.5.2 Indoor Office Multifrequency Results
The measurements of previous section have been extended, adding two lower frequencies at 5.8 GHz
and 14.8 GHz. In order to provide comparable characteristics over all measured frequencies the re-
quirements of Section 3.3.2.3 are fulfilled in both measurements and analysis. For this purpose the
measurement bandwidths have been equalized in the analysis, meaning that the 14.8 GHz and the
58.7 GHz measurement data are reduced to the bandwidth of the 5.8 GHz measurement data of 150
MHz. This equalization is important to avoid the effect that specular spikes, of the power delay profile,
are amplified at higher frequencies due to the much larger bandwidth being available. Furthermore, the
measurements at 58.7 GHz are affected by attenuation due to oxygen absorption. In order to provide re-
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FIGURE 3.29

Measurement scenario (lower left graph), and directional power spectra for the NLoS (upper and middle left graphs)
and LoS (right graphs) measurements for the different frequencies.

sults suitable for frequency consistent channel modeling and interpolation, this attenuation is removed
in the analysis by compensating the power delay profiles with 1.5 dB per 100 m propagation distance
at this frequency. It should be noted that though the link distance itself does not motivate this compen-
sation, scattered paths may have substantially longer propagation distances, as seen in Fig. 3.31.

The LoS scenario is the same as in the previous section. In the NLoS measurements, the Rx antenna
was placed in a small kitchen at the end of the office space (see Fig. 3.29). The distance between the
Tx and the Rx antennas in the NLoS case was 14 m. It should be noted that the NLoS scenario was
measured only at 5.8 GHz and 14.8 GHz due to the suspension of access to the indoor environment
in the middle of the campaign. The directional power spectra are strikingly similar for all frequencies.
One small frequency dependent difference is observed in the LoS graphs where a band of higher signal
power around zero degree elevation angle is most pronounced at 5.8 GHz and least pronounced at
14.8 GHz. This difference is explained by the reflectivity of the windows which was found to be
substantially higher at 5.8 GHz than at the other frequencies. The NLoS graphs differ from the LoS
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FIGURE 3.30

Measured directional spread versus propagation distance for the LoS scenario and the three different frequencies
(left and upper right) and corresponding power propagation distance profiles (lower right). The power propagation
distance profiles are normalized to the free-space power at 1.5 m.

graphs in that the diffuse cluster around the main peak is more focused and that there are not one
but a couple of strong directions. Furthermore, the received power is attenuated about 20 dB relative to
free-space propagation. The graphs of the two measured frequencies remain strikingly similar, as in the
LoS case. One observed difference is the peak at −50 degrees in azimuth, which is strong at 5.8 GHz
and weak at 14.8 GHz. The opposite effect is observed for the peak at −75 degrees in azimuth where
the power is strong at 14.8 GHz and weak at 5.8 GHz. This is again the effect of frequency dependent
window attenuation/reflection.

Directional spreads, σdir, according to the rotation invariant definition of Section 3.2.3 have been
determined for the different scenarios and frequencies. In Fig. 3.30 the directional spreads for the LoS
scenario versus propagation distance together with corresponding PDPs are shown. Again it is striking
how similar the profiles for the different frequencies are. The directional spread is shown only for the
part of the power propagation distance profiles for which there is sufficient signal above the noise floor.
Basically the same characteristics are observed at all frequencies. For the LoS spike the spread is small,
around 5 degrees. At other delays the spread is typically saturated at 57.3 degrees, which by definition is
the maximum possible spread, as shown in Section 3.2.3. At a few delays where strong reflections occur
the directional spread goes down. Another striking observation is that the elevation spread decays fast
to very small values. For longer delays the directional spread in the x-dimension, which is the longest
dimension of the room, dominates. Except for short delays the directional spreads in the different
dimensions seem to be proportional to the corresponding lengths of the room. A likely explanation is
that the power decays faster for smaller room dimensions, due to more frequent interactions with the
corresponding walls, floor and ceiling, resulting in a smaller directional spread in those dimensions.

In Fig. 3.31 the corresponding graphs are shown for the NLoS scenario. The characteristics are very
similar to those of the LoS scenario. One of the main observations is that there is a strong echo at about
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FIGURE 3.31

Measured directional spread versus propagation distance for the NLoS scenario and the three different frequencies
(left and upper right) and corresponding power propagation distance profiles (lower right). The power propagation
distance profiles are normalized to the free-space power at 14 m.

60 m propagation distance at 14.8 GHz, which is not observed at 5.8 GHz. The reason for the difference
is that the windows reflect/attenuate differently at different frequencies. This is an effect of the three
layers of glass (non-metalized) in the windows of the room. Due to multiple reflections between these
layers different frequencies are attenuated differently when transmitted through the windows. Dedi-
cated window attenuation measurements, performed in conjunction with the channel measurements,
show that the window attenuation at 14.8 GHz is negligible, while it is around 10 dB at 5.8 GHz. The
assumption that the strong echo at 14.8 GHz is due to a pathway going out through a window reflected
off a neighboring building and in again through another window explains exactly the power difference
of about 20 dB (relative to 5.8 GHz) which is twice the window attenuation at 5.8 GHz. It also explains
why the directional spread in the y-direction increases at delays when strong radio waves enter the
room from outside, by reflection off the adjacent building, as the power of waves propagating along
the y-dimension of the room then is increased.

The total directional spreads, corresponding to summing the power of all delays (using angular
distributions shown in Fig. 3.29), are shown in Fig. 3.32. Due to the shorter LoS link distance at
58.7 GHz (1.5 m) the relatively stronger LoS peak introduces a corresponding bias in directional spread
(smaller spread) as compared with 5.8 and 14.8 GHz. In order to remove this bias the LoS peak has
been decreased by 2.5 dB at 58.7 GHz in the analysis. No obvious frequency trend is observed. The
characteristics are very similar for all frequencies where the elevation spread is small around 10 degrees
and the directional spreads in x- and y-dimensions are substantially larger, between 20 and 40 degrees.
Moreover, the directional spread in the y-dimension is substantially larger for the NLoS scenario due
to the pathway which goes out of the building and in again, after reflecting off the adjacent building at
14.8 GHz and due to a strong window reflection at 5.8 GHz.
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FIGURE 3.32

Total directional spreads (upper two) and delay spreads (lower) versus carrier frequency for the different measure-
ment scenarios. The upper left plot show ordinary r.m.s. azimuth and elevation spreads, while the upper right show
directional spreads according to the new improved definition according to the definition of Section 3.2.3.

FIGURE 3.33

Photograph of measurement scenario.

3.3.5.3 Urban Macrocell Outdoor Results at 5 GHz
A measurement campaign in an urban outdoor macrocell scenario, depicted in Fig. 3.33, has been
performed at 5.25 GHz using 200 MHz bandwidth [18]. At the BS a directional patch antenna with
7 dBi gain (90◦ beamwidth) and vertical polarization was used. A virtual planar array of 10x25 ele-
ments (Nhorizontal × Nvertical), with 2 cm (0.35λ) spacing was formed by means of a robotic antenna
positioning system providing a spatial accuracy better than 0.1 mm. In the user equipment (UE) end an
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FIGURE 3.34

Estimated paths superimposed on a panoramic photograph taken from the BS location at the roof. The directions of
the UE locations are indicated with triangles. It should be noted that the UEs are under NLoS conditions so that they
are not visible from the BS.

ordinary vertical dipole antenna was used. The measurement data analysis is based on the superresolu-
tion method described in Section 3.3.2.2 and Ref. [17].

The total measurement time for a single UE location was around 7 min, since the antenna position-
ing system took about 1 s for each change of antenna position. Moreover, as it was a bit windy during
the measurements, the movement of some significant trees affected the measurement data. At specific
delays and directions of arrival and departure the corresponding radio waves are distorted due to time
variations created by the moving trees. The result of these time variations is that the power of waves
scattered in those trees will largely appear as randomly distributed in angle, i.e., as noise. The remain-
ing coherent power scattered off the trees is reduced correspondingly, meaning that the significance of
the trees is underestimated.

For each UE location N = 500 waves have been estimated. As described in [18] the estimates
are initialized by finding peaks in the angle domain above the noise floor. Moreover, the requirement
that the standard deviation of the errors of the estimates is less than 40 degrees in angle and 20 m in
propagation distance is set. The corresponding result of a power delay profile is shown in Fig. 3.13 of
Section 3.3.2.2 demonstrating that the estimates account for most of the power of the measured chan-
nel. To ensure a high reliability of the presented results the analysis is based on paths having estimation
errors with standard deviations less than 2 degrees in elevation and 4 degrees in azimuth. The corre-
sponding estimated plane waves superimposed on a panoramic photograph are shown in Fig. 3.34. It
is clear that the dominant paths are diffracted over the roof tops and/or reflected off neighboring build-
ings. It seems that the main propagation mechanisms are reflections off neighboring buildings which
are under LoS conditions from both the BS and the UE. At some UE locations (e.g. UE location 7)
diffraction over the rooftops seems to be important.
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FIGURE 3.35

CDFs of directional spreads in z-direction and horizontal (x/y) plane.

The directional spreads according to the definition in Section 3.2.3 are shown in Fig. 3.35. In this
case the spread in the z-direction is very similar to ordinary elevation spread and the spread in the
horizontal plane is very similar to ordinary azimuth spread. The spread in z-direction (elevation) is
very small, in the range 1–4 degrees, whereas the spread in the horizontal plane (azimuth) is between
7 and 30 degrees.

3.4 CHANNEL MODELING
This section deals with commonly used channel models specified in standardization bodies like 3GPP,
ITU-R, and also international research projects and networks like METIS and mmMAGIC. The fo-
cus is put on the recent models with particular emphasis on 5G specific features. All these models
are geometric stochastic channel models (except the METIS map based model) for which each chan-
nel realization is Monte Carlo generated according to each parameter’s probability distribution. To
achieve continuity in space and time the random distributions are auto-correlated in those dimensions.
The provisioning of the full correlation matrix between all channel parameters and all autocorrelation
functions is a huge challenge. Moreover, to provide values within proper confidence ranges requires
a massive amount of measurement data. Even if all needed correlations are provided it is a consider-
able computational task to perform all autocorrelations needed for providing spatial consistency. The
alternative approach employed in the METIS map based model is based on simplified geometry ray
tracing. In this model, all correlations and spatial consistency are provided automatically as a result
of the model being based fully on deterministic and physical principles. It accounts for all important
scattering mechanisms, i.e., specular reflections, diffraction, scattering by rough surfaces and objects,
and outdoor-to-indoor penetration. The drawback of this model is its corresponding implementation
complexity.

The complexity of channel models has been increasing with each new generation of mobile com-
munications. This is a result of the fact that each new generation has been providing better performance
by utilizing more of the physical propagation channel’s degrees of freedom. In the second generation
(GSM) the complexity was relatively low as narrow bandwidths and low degree of spatial diversity
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were utilized. Through the third and the fourth generations both bandwidths and spatial diversity tech-
niques were extended by e.g. introducing soft handover and MIMO transmission.

The main focus of the section is on the recent model for 5G developed by 3GPP [2] and ITU-R
[9]. This model provides a successful extension of transmission loss modeling into the mm-Wave
range up to 100 GHz. Moreover, extended bandwidth (up to 2 GHz) and highly resolved directional
characterization of paths is provided. Though some of the very highly resolved characteristics are not
fully validated the model is likely to be accurate enough for the early 5G networks which do not utilize
the largest bandwidths and narrowest antenna beams.

3.4.1 5G STOCHASTIC CHANNEL MODELS
In this section the 3GPP channel model for the development of 5G in the frequency range 0.5–100 GHz
[2], which also has been adopted by ITU-R for IMT-2020 [9], is described. The model is largely based
on previous generation modeling [1], [6] and is of the geometry-based stochastic type of channel model.
The mmMAGIC channel model [26] is largely harmonized with the 3GPP/ITU-R model with some
improvements and additions. The channel Hmn is defined by a set of plane waves according to (3.7) for
which the polarimetric amplitudes Al , directions ktx

l and krx
l , delays τl , and Doppler frequencies ωDl

are empirically characterized with the corresponding stochastic distributions. Only the line-of-sight
component is deterministically defined by the geometry.

3.4.1.1 Transmission Loss Modeling
The transmission loss modeling is based on assuming isotropic antennas in both ends of the link us-
ing the basic transmission loss definition of ITU-R Recommendation P.341 [8]. Any dependence on
specific antenna patterns is modeled separately by combining the antenna pattern with corresponding
multipath distributions as described in the next section. The transmission loss (referred to as path-loss
in the ITU-R and 3GPP specifications) properties of the models are summarized in Table 3.1. These
models are largely validated by the measurements presented in Section 3.3.3 for the indoor office and
street canyon scenarios. The losses for the line-of-sight cases are close to the free-space loss up to a
break point, after which the loss is proportional to 40 log (d). Under non-line-of-sight conditions, there
is no frequency dependence of the loss relative to free space for the urban macro (UMa) and the rural
macro (RMa) scenarios. However, for the indoor and street canyon scenarios there is a small increase
of the loss relative to free space with increasing frequency.

Further, it is assumed that there is a log-normal stochastic location variation of the loss around the
distance dependent functions. The corresponding standard deviations range between 4 and 8 dB. These
variations are correlated in space by the exponential autocorrelation function

R = exp

(
−|�d|

dcor

)
(3.30)

where �d is the distance between two points in space and dcor is a constant.
The building penetration loss, LO2I, is modeled by

LO2I = 5 − 10 log

(
α10

−Lglass
10 + β10

−Lconcrete
10

)
+ γ d2D-in (3.31)
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Table 3.1 3GPP transmission loss models (with permission from 3GPP)

(continued on next page)
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Table 3.1 (continued)

where α and β are, respectively, the fractions of glass and concrete area of exterior building walls,
Lglass and Lconcrete are the corresponding losses of the multipane windows and concrete, γ is the
loss per meter horizontal penetration depth d2D-in into the building. In the 3GPP and ITU models
γ = 0.5 dB/m. A more thorough analysis by mmMAGIC shows that γ is uniformly distributed between
0.5 and 1.5 dB/m. It has been found that buildings may be grouped in a high-loss and a low-loss
category. Buildings in the high-loss category are referred to as “thermal efficient,” as the corresponding
construction materials and methods result in considerable penetration losses. Particularly the thin metal
coatings used for blocking heat radiation through windows also attenuates radio waves in the order of
20–30 dB. The low loss category corresponds to traditional buildings for which non-coated windows
are used. The loss caused by the exterior wall construction material, Lm, is given by

Lm = a + bf. (3.32)

The corresponding material parameters are given in Table 3.2.
It is assumed that there is a log-normal location variability of the penetration loss due to internal

irregularities of the buildings such as furniture, interior walls elevator shafts, etc. The corresponding
standard deviations are σlow = 4.4 dB and σhigh = 6.5 dB for the low-loss and the high-loss categories,
respectively. The mmMAGIC model has refined the variability by introducing a frequency dependence



78 CHAPTER 3 PROPAGATION & CHANNEL MODELING

Table 3.2 3GPP penetration loss material
parameters

Material a [dB] b [dB/GHz]
Standard multipane glass 2.0 0.2
IRR glass 23.0 0.3
Concrete 5.0 4.0

of the corresponding standard deviation,

σ = 4 + kσ f (3.33)

where kσ has been estimated to be 0.08 dB/GHz for the low loss category.
In Fig. 3.36 the building penetration loss of the 3GPP model as a function of frequency is shown

for the two categories of buildings (traditional and thermal efficient) for 5%, 50%, and 95% levels
of the location variability distributions. For comparison the corresponding losses of the ITU-R Rec-
ommendation P.2109 for building entry loss are shown. The ITU-R model is empirical and is based
on extensive measurement data whereas the 3GPP model is based on simplified physical principles.
At the 50% level the two models agree well for frequencies below 50 GHz. However, the frequency
trend is substantially stronger for the 3GPP model. This may be explained by the fact that the values
of Table 3.2 correspond to a summed glass layer thickness of 24 mm for traditional and 36 mm for
thermal efficient windows [7]. This is about three times the thicknesses found in real buildings. It is
also clear that the ITU-R model [10] reflects that the spread increases with frequency, which the 3GPP
mode does not.

In the 3GPP and ITU-R IMT2020 models the dependence of the propagation angle of incidence
relative to the exterior wall is accounted for by the addition of a constant of 5 dB in (3.31). As a
consequence the spread of the loss distributions is reduced. This is clearly observed in Fig. 3.36 where
the 5% and 95% levels are shifted substantially more for the model of the ITU-R Recommendation
P.2109 [10]. As this Recommendation was developed to support spectrum sharing studies between e.g.
IMT and satellites the dependence of the elevation angle is accounted for by

L(θ) = L(θ = 0) + αθθ (3.34)

where θ is the elevation angle of the path relative to the exterior wall, and αθ is a constant which is
estimated to be about 20 dB/90 degrees.

3.4.1.2 Multipath Directional and Delay Modeling
The distributions of amplitudes, delays and directions of multipath components are generated based on
first and second order moments of closed form stochastic distributions. Furthermore, the distributions
are specified at two levels: the intercluster level and the intra-cluster level. This means that at the higher
level the stochastic distributions of clusters of multipath components are generated. At the lower level
the corresponding distribution within clusters are generated. The motivation for this two level clustering
is historical and based on observations of power delay profiles [31]. It may, however, be questioned if
this topology really can be justified when comparing with highly resolved empirical data.

In the delay domain, both the probability and the power of clusters follow distributions which
are exponentially decaying with a log-normal shadowing added. In angle domains, i.e., elevation and
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FIGURE 3.36

Building penetration loss versus frequency for the microcell scenario and the 3GPP and ITU-R P.2109 models at
5%, 50%, and 95% probability levels.

azimuth, the distributions are wrapped Gaussian functions of the cluster power. This is somewhat prob-
lematic, as the probability of having many clusters in the same direction becomes low which is in
contrast with empirical data. In the baseline model each cluster consists of 20 multipath components.
These are at fixed delays cluster-wise except for the two strongest clusters which are subdivided into
three sublevels of fixed delays. All 20 subpaths have fixed power within each cluster and have a tabu-
lated distribution to provide a Laplacian power distribution in angle. In Fig. 3.37 multipath component
distributions in azimuth and propagation distance are shown for the indoor office scenario (same envi-
ronment as in Section 3.3.4.1) in NLoS at 60 GHz. Both very high resolution measurement data [14],
[26] and a corresponding realization of the 3GPP model are shown. The measurements were performed
in an office environment using a 50 cm wide and 12.5 cm high planar array and 2 GHz bandwidth pro-
viding extreme resolution in direction. It is clear that the measured distributions do not show the effect
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FIGURE 3.37

Multipath component distributions in azimuth and propagation distance for the office indoor scenario at 60 GHz
under NLoS conditions. Measurement data are shown in (A) for a medium obstructed NLoS scenario, in (B) for a
heavily obstructed NLoS scenario, and a random realization of the 3GPP model for the base line case in (C); and for
the high resolution option in (D).

that clusters at longer delays are shifted from the main direction. This model property might lead to a
non-realistic decrease of delay spread when narrow-beam antennas are used.

It is clear that the baseline model which uses 20 subpaths per cluster at fixed delays provides a
synthetic output which does not agree well with the highly resolved measurements. This effect is even
more pronounced when looking at the power ordered distributions of the multipath components, as
shown in Fig. 3.38. In the measurements the power of the MPCs decay substantially with the power
ordered number. At MPC number 20 the measured power is between 7 dB and 15 dB below the maxi-
mum power whereas there is no corresponding decay for the baseline 3GPP model. This is problematic
to the extent that large arrays or very narrow beams are used as each MPC then may be resolved. The
corresponding spatial multiplexing performance, of e.g. interference suppression or MIMO capacity,
would then be unrealistically good as shown in the channel modeling chapter of [29] and [20]. For
this reason, 3GPP provides an optional way to model the multipath components to be used in the case
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FIGURE 3.38

Power ordered multipath component distributions for the office indoor scenario at 60 GHz under NLoS conditions
for the 3GPP baseline model and the high resolution option and corresponding distributions for three measurement
locations.

of very large antenna arrays and/or large bandwidths. The distributions of the clusters are kept the
same as for the baseline model. Within each cluster, however, a considerably larger number of MPCs
is allowed. Corresponding distributions are uniform in angle and delay. The components are, however,
power weighted using a Laplacian function in angle and an exponential function in delay. The result
of this optional method is shown in Figs. 3.37 and 3.38. It is clear that the distribution of MPC powers
is much more realistic with the high resolution option. Also the angle and delay distributions within
clusters appear to be much more realistic.

The 3GPP model shows a strong frequency dependent decrease of both directional and delay
spreads for most of the scenarios. This frequency trend is not confirmed by measurements presented in
Sections 3.3.4 and 3.3.5. The explanation for the observed trend might be that all of the requirements
for ensuring comparability between different frequency bands provided in Section 3.3.2.3 were not
fulfilled in the measurements which the 3GPP model was based on. As pointed out in Section 3.3.4.4
a very thorough analysis performed by mmMAGIC showed no or very weak frequency trends of the
delay spread.

3.4.1.3 Spatial Consistency
In order to provide realistic model output in the case of mobility, i.e., when the UE is moving or in the
case of MU-MIMO, a spatial distribution of channel realizations is correlated using function (3.30).
In the case of the baseline model only the intercluster parameters are correlated. However, for the
high resolution option also the intra-cluster parameters are correlated. The corresponding correlation
distances range from 10 to 50 m depending on the parameter and scenario. This method will indeed
make the channel variations continuous as the UE moves. There is, however, no support for ensuring
that changes are realistic in e.g. Doppler and death and birth processes. For e.g. an outdoor user, the
channel conditions may be quite stationary until the user moves around a corner in a street crossing.
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The same effect is likely for an indoor user when moving from one room to another. This may have
some critical impact on the optimization of beam-tracking techniques as such techniques will be based
on the dynamics of the radio channel. For this reason a more realistic geometry based option is provided
by the blockage model described in next section.

3.4.2 GEOMETRY-BASED MODELING
In order to provide realistic dynamic channel output the METIS project developed an alternative chan-
nel model which is based on the 3D geometry of the environment combined with electromagnetic
material properties and simple ray tracing. One component of this model—the blockage model—is
particularly useful for describing the dynamics of death and birth process of paths in a realistic way.

3.4.2.1 Blockage
As has been pointed out previously, high antenna gain and corresponding narrow beams are needed for
compensating for decreasing antenna apertures when going up in frequency. As a consequence, any
moving object that at some time instant blocks the main beam will result in a dramatic reduction of
the received signal. For this purpose METIS developed a model for blockage [24], which later was
adopted as an additional feature of the 3GPP model. This model is based on 3D diffraction by a rectan-
gular screen where the signal of each MPC is attenuated based on the geometry of the corresponding
path. The model is based on standard closed form mathematical expressions, making it simple and
computationally efficient.

The METIS blockage model was later considerably improved by mmMAGIC by accounting for
the phase differences of the pathways over the four edges providing accurate output for nearly all
geometries. This is in contrast with the standard Fresnel approximation which provides an accurate
output only for the case when Tx and Rx are at large distances and perpendicularly oriented relative to
the screen. Due to its general validity and good accuracy, the mmMAGIC model has been adopted by
ITU-R in Recommendation P.526 [11].

In Fig. 3.39 the outputs of both models are shown for a 4x4 m screen at 4 GHz. It is clear that the
mmMAGIC model provides a highly accurate output, as it follows the exact Kirchoff integral solution
almost perfectly. The output of the METIS blockage model follows closely the peaks of the mmMAGIC
model, meaning that it underestimates the loss somewhat. It is, however, likely that the average signal
strength of the mmMAGIC model is within 3 dB of the METIS model. Given that the METIS model
is substantially less complex, this model might be preferred in many cases.

3.5 SUMMARY AND FUTURE WORK
In the past decade there have been extensive measurement and modeling efforts for understanding
and characterization of propagation for development and optimization of 5G mobile communications.
One of the major challenges has been to provide understanding of how the propagation characteristics
might change when going from legacy carrier frequencies around 2 GHz up to frequencies higher than
80 GHz. Even if many of the propagation characteristics are fairly similar at those higher frequencies,
the antenna sizes scale with wavelength. Consequently, the aperture of any type of antenna is propor-
tional to the square of the wavelength, meaning that the received power scales with −20 logf [dB]
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FIGURE 3.39

METIS (without phase) and mmMAGIC (with phase) blockage models at 4 GHz for a 4x4 m screen with Rx 1 m
behind the screen and Tx 100 m away in front of the screen. The signal for the RX moving from the center behind
the screen to LoS is shown.

relative to the power of the impinging waves. The corresponding increase in loss is more than 30 dB
when going from 2 GHz to 80 GHz. However, by utilizing the available area using array antennas or
other beam-forming techniques this increase in transmission loss may be compensated for and even
turned to a gain when the frequency goes up as shown in Section 3.1.2. In order to optimize advanced
antenna transmission techniques utilizing the directional domain, it is crucial that corresponding chan-
nel modeling is realistic. As shown in this chapter the knowledge in this area has indeed made progress
in the past years. This knowledge is largely implemented in 5G propagation modeling, provided 3GPP
and ITU-R, ensuring successful development and optimization of initial 5G cellular communications
systems. As higher frequencies and more narrow beams are utilized in later releases of 5G systems
higher requirements are put on channel modeling accuracy. For this reason a number of areas in which
propagation model improvements would be valuable in order to ensure successful development and op-
timization of mobile communications systems in the longer term have been identified and summarized
as follows:

• Current modeling of highly resolved channel characteristics, in both the delay and the direction do-
mains, is largely arbitrary. Comparing with corresponding measurement data it is clear that there are
substantial differences in the structure of multipath distributions and their clustering. Particularly,
joint angular and polarimetric distributions for both ends of the link are poorly characterized for
outdoor and outdoor-to-indoor scenarios.

• The importance to have accurate knowledge of dynamic variations of the channel including trans-
mission loss is increasingly important with increasing carrier frequency, to make possible optimiza-
tion of methods to quickly adapt beam-forming to multipath component death and birth processes.
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Experimental data supporting such modeling is largely lacking for important scenarios and fre-
quency ranges.

• The understanding of the dependence of transmission loss of different propagation mechanisms,
particularly non-specular scattering, is largely lacking. It is clear that diffraction is not very signif-
icant under most non-line-of-sight conditions. However, what the main scattering is caused by is
not well known. Moreover, it is not well understood to what extent there are frequency dependent
trends of loss in excess of free-space loss, particularly for macrocell scenarios. Here, the height
dependence is also poorly known.

• The outdoor-to-indoor scenario is very important as most cellular networks are deployed outdoors,
while about 80% of the users are located indoors. Quite extensive measurement campaigns have
been undertaken for characterizing the additional loss due to building penetration. As there is a
vast distribution of different building types worldwide there is still a substantial need for more
measurement data. Moreover, angle of incidence and polarization effects are poorly characterized,
motivating further experimental investigations.

• New propagation scenarios are becoming increasingly important for 5G. For example machine type
communications in e.g. factories or between drones or between drones and ground have recently
drawn attention. These scenarios are not well characterized and need more empirical data.

These are only examples of identified areas for future work. Many additional areas, which are not easily
foreseen today, are likely to be important in the future. It is, however, a fact that profound knowledge of
propagation in general is increasingly important, as more of the degrees of freedom of electromagnetic
propagation are utilized in mobile communications, and that all empirical data provided as a basis for
modeling will be highly valuable also in the future.
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4
CHAPTER

MATHEMATICAL MODELING OF
HARDWARE IMPAIRMENTS

As Gordon Moore accurately predicted more than 50 years ago [19], the number of transistors in a
dense integrated circuit doubles approximately every two years. In retrospect we have seen the industry
follow Moore’s observation and it is clear that this development has paved the way for high speed
digital communication systems with highly integrated radio transceivers. This development has led to
a movement of the border between analog and digital domains in which we today see radio transceivers
which are becoming predominantly digital in design.

Through the development of high speed, real-time processing, techniques for compensating im-
perfections in analog hardware are today commonly used extensively due to stringent requirements
imposed by the physical layer design. At the basis for any effective compensation algorithm lies a
behavioral model mimicking the behavior of an imperfect analog component. Algorithms such as DPD
for linearization of power amplifiers and phase-noise tracking all rely on accurate behavioral modeling
in order to perform accurate mitigation.

One aspect that underlines the importance of radio hardware impairment modeling is the constant
increase of throughput which is enabled by either using large channel bandwidths at millimeter-wave
frequencies or by increasing the spectral efficiency by a denser modulation format and spatial multi-
plexing. In both of these directions, new challenges face the radio hardware design and the importance
of accurate impairment models grows. One particular technology component important for 5G is that
of multiantenna techniques such as massive MU-MIMO for spatially multiplex users at sub-6 GHz,
along with different methods for analog or hybrid beam-forming techniques aimed toward higher fre-
quencies in the millimeter-wave frequency bands. In both of these areas, impairment models may not
only serve as a basis for advanced compensation mechanisms, but also provide valuable insights in
how the impairments behave in the spatial domain.

Impairment modeling has also in recent years gained interest from researchers working in the field
of communication systems design. Until now, however, may of the models used have been oversim-
plified for analytical convenience, [3]. However, under some circumstances these simplified models,
which are quite often just additive and independent noise, may provide misguiding insights as they do
not accurately represent the statistical properties of the impairments, [17].

Conventional behavioral models are however lacking in this aspect as they require time-domain sig-
nals, often oversampled. Since knowing the statistical properties of the distortion suffices for conven-
tional link-level analysis which often relies on asymptotics, alternative approaches may be considered
in which the impairments are modeled as a correlated noise process. As will be shown in this chapter,
the properties of this noise process may be determined using parameterizations of the corresponding
behavioral model and knowledge of the transmit covariance.

On a final note—the underlying mathematics behind most common behavioral models used to
capture effects of hardware impairments may be more than a century old but, as we will illustrate in
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this chapter, the modeling work is still evolving in order to support the design of future radio access
technologies and advanced antenna systems.

In this chapter, we will overview and discuss the current state-of-the-art in behavioral modeling of
some important radio hardware subsystems. We will start with the power amplifier and the Volterra
series commonly used to model their behavior. We will also discuss a novel extension used to model
power amplifiers in antenna systems which may be under the influence of mutual coupling, something
which is becoming increasingly important with the current drive toward compact antenna arrays op-
erating at millimeter-wave frequencies. This is followed by a discussion on oscillator phase noise and
the underlying Wiener process commonly used for modeling. We then move on to discuss quantization
noise in data converters and how to model the granular noise from the quantization process and the
distortion arising from clipping.

In the second part of this chapter, we will introduce and discuss a stochastic framework for mod-
eling of radio hardware impairments in terms of second-order statistics. Analytical expressions for the
second order statistics is derived using the Bussgang theorem and the moment theorem for Gaussians.
This approach is aimed toward applications in which oversampled time-domain signals are either not
available or simply not useful, such as link- or system-level simulations. An example of numerical
simulations for an OFDM-based massive MU-MIMO case is presented.

4.1 RF POWER AMPLIFIERS
Power amplifiers are known as the most nonlinear subsystem component of any radio transmitter. As
such, modeling and understanding their behavior in order to compensate for the nonlinear distortion it
produces in order not to violate the requirements set by the agreed upon standards is crucial.

3GPP defines two important metrics commonly used to quantify the linearity performance, which
are error vector magnitude (EVM) and adjacent channel leakage ratio (ACLR). EVM specifically ac-
counts for the performance between a base station (BS) and its scheduled users as it measured the
in-band quality of the links. ACLR accounts for the interference leaked into the adjacent frequency
channels which is crucial for the co-existence between networks to function. ACLR is a crucial metric
for which the regulatory requirements are quite stringent in order to reduce the interference between
networks and other applications in the same frequency band.

As power efficiency is highly important for reducing the environmental impact and the total cost of
operation and the power amplifier being one of the major consumers of power, different efficiency en-
hancement technologies have been developed over the years. Amplifier topologies such as the Chireix
[6] or the Doherty [8] amplifier, are commonly used, although the latter is more favored in recent
scientific literature and in most industrial applications. This is in great measure due to its rather low
implementation complexity compared to the Chireix amplifier and the performance in terms of power
efficiency.

In more recent years, generalizations of the Doherty concept has been developed, supporting high
efficiency over larger dynamic range. This further strengthens the Doherty amplifier in its position as
the most popular amplifier topology. However, the improved efficiency performance comes at the cost
of nonlinear behavior, [15], which may impact the overall system design depending on the transmit
power.



4.1 RF POWER AMPLIFIERS 89

The modeling needs vary in different applications and amplifier topologies, but in general the effects
commonly covered in the literature are:

• Nonlinear transfer function and compression.
• Dispersive effects from impedance matching and bias networks.
• Electron traps from material artifacts.
• Long-term thermal memory effects due to heating and cooling.
• Load-modulation via mutual coupling in between antennas.

We will now briefly introduce the Volterra series and discuss some of the more common subsets
of the Volterra series used in the scientific literature. Strengths and weaknesses of each model are
also discussed and illustrated using measurements. Further on, we will discuss some of the more non-
conventional models using orthogonal basis functions. We will end the section on power amplifier
modeling with a discussion of global and local basis functions. It should be noted that the models
discussed here are all acting in complex baseband and, thus, this carries no information regarding RF
harmonics and other passband specific aspects.

4.1.1 THE VOLTERRA SERIES
The Volterra series dates back to 1887 [24] and may be considered as one of the most powerful tools
for modeling not only radio power amplifiers, but nonlinear time invariant systems in general. The full
Volterra series may be viewed as a superset of polynomial-based nonlinear models containing permu-
tations of the input signal. As many of these are not always relevant in all modeling scenarios, many
efforts have been made on pruning the full Volterra series in order to tailor it for specific amplifier
topologies.

Much of the very early work on the Volterra series was performed over real-valued variables for
passband systems. However, due to the quadrature nature of digital communication systems and the
analytical manners by which these are modeled, the natural step of extending the Volterra series to
complex variables was taken, [2].

The discrete-time, complex-valued Volterra series for causal systems with symmetric kernels
(θi,j = θj,i) of nonlinear order P and memory-depth M can be written as

y[n] =
P∑

p=1,3,5,...

M∑
m1=0

M∑
m2=m1

. . .

M∑
m(p+1)/2=m(p−1)/2

(4.1)

×
M∑

m(p+3)/3=0

. . .

M∑
mp=mp−1

θp,m1,...,mp ×
(p+1)/2∏

l=1

x[n − ml]
p∏

j=(p+3)/2

x̄[n − mj ].

We may note here that in the Volterra series, as stated in Eq. (4.1), there will always be an even number
of conjugate terms accompanied by an odd amount of non-conjugate counterparts. This causes the
frequent occurrence of terms in the form of x[n − mi]|x[n − mj ]|p, which plays an important role in
power amplifier modeling, as the behavior is for a large part dependent on the signal envelope.
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One beneficial aspect of any model based on the Volterra series is that they are linear in the param-
eters. This means that the model may be written as a simple matrix-vector multiplication,

y = Xθ , (4.2)

in which

X(n, l) =
(p+1)/2∏

l=1

x[n − ml]
p∏

j=(p+3)/2

x̄[n − mj ] (4.3)

is the nth row and lth column of the regression matrix and θ is a vector containing the coefficients
θp,m1,...,mp . This linear system of equations yields y = [

y[0], . . . , y[N ]]T , which is the vector of out-
put samples. Due to these models being parameter linear, the identification process is generally quite
simple, provided that the regression matrix is numerically sound and not ill-conditioned.

The mean squared error (MSE)-optimal parameter estimate can be found as

θ̂ = X+y (4.4)

where we are making use of the Moore–Penrose pseudo-inverse, denoted X+.

4.1.2 COMMON SUBSETS OF THE VOLTERRA SERIES
The Volterra series as presented in Eq. (4.1) contains many terms which may not be providing useful
degrees of freedom for accurate modeling. In order to avoid over- or noise-fitting by introducing un-
necessary basis functions, some reductions of the Volterra series have been proposed over the years.
We will now cover some of the more important ones.

4.1.2.1 Static Polynomial
The smallest and simplest subset of the Volterra series is that of the static polynomial. This model
contains only terms at time n and can therefore not accurately model systems which are dispersive
in nature. This excludes numerically accurate modeling of power amplifiers operating at a large frac-
tional bandwidth, as these often exhibit dynamic memory effects, making the nonlinear behavior of the
amplifier strongly frequency dependent. For narrow-band applications, however, the static polynomial
model may very well be sufficient.

The static polynomial as it occurs in most literature is simply defined as

y[n] =
P∑

p=1

θpx[n]|x[n]|2p−1 (4.5)

where θp are the model parameters, sometime referred to as kernels. One very important observation
regarding the static model, is that its asymmetries in the distortion spectrum may not be captured with
this model as there is no memory involved. The output distortion spectrum will therefore always be
symmetric around the center frequency.
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Third-Order Static Polynomial
Most models covered in this chapter are aimed at accurate numerical predictive simulations or at pro-
viding a basis for DPD-algorithms. However, at certain points, simplified models may provide valuable
insight in terms of analytical results. One special case of the static polynomial most suitable for this is
that of the third-order static polynomial model. This is simply written as

y[n] = θ1x[n] + θ2x[n]|x[n]|2. (4.6)

Examples on how to use this model in conjunction with the moment theorem for Gaussians in order
to analyze the impact of power amplifier distortion in massive MIMO arrays are shown in [18]. It
may seem simplistic, but for amplifier operating in a reasonably nonlinear region, the third-order term
is most commonly the more dominant one, even if higher-order terms are present. Thus, this may
serve as a decent first-order approximation of a PA for analytical exercises, leading to valuable insight
without having to struggle with tedious analytical manipulation.

4.1.2.2 A Note on Odd–Even and Odd Orders
Before moving on to more advanced behavioral models, we need to examine an issue which often
occurs throughout the scientific literature. In regards to power amplifier behavioral modeling, there are
mainly two different conventions used when defining the nonlinear orders of the model. These two
conventions are commonly referred to as odd–even-order or just simply odd-order models. We will
discuss this here using the static polynomial as an example, but the same reasoning applies for most
Volterra-based models. The model which is written as

y[n] =
P∑

p=1

θpx[n]|x[n]|2(p−1) (4.7)

is most commonly referred to as odd order, both since 2(p − 1) is an odd number and since
x[n]|x[n]|2(p−1) is a permutation of x[n] an odd number of times. Another, slightly different con-
vention commonly which is slightly less likely to occur in the scientific literature is written as

y[n] =
P∑

p=1

θpx[n]|x[n]|p−1, (4.8)

in which the basis functions are referred to as odd–even, since the term x[n]|x[n]|p−1 always is an odd
permutation over x[n], even if the power of |x[n]| is allowed to be odd instead of solely even.

It has been claimed in the past that an odd–even model provides more degrees of freedom, [7], and
should therefore provide a richer description of the amplifier behavior. However, this is a claim that has
been rebuked by the authors of [13], who show that the odd–even- and odd-order models have the same
modeling properties and the odd–even orders do not provide any richer description of the amplifier.
This is a result of expanding the term |x| in terms of |x|2p, and showing that the series is uniformly
convergent. The difference between orders in terms of modeling accuracy is in fact proportionality to
the model truncation error.

Moving on, we will in this chapter stick to the more common odd-order version in the following
sections as this is the conventional ordering in most publications.
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4.1.2.3 Memory Polynomial
The first natural extension of the static polynomial is to add memory terms in order to model dispersive
effects introducing a frequency selective behavior. The memory polynomial (MP) model as described
in [12], can be written in its complex baseband form as

y[n] =
P∑

p=1

M∑
m=1

θp,mx[n − m]|x[n − m]|2(p−1), (4.9)

where P is the nonlinear order and M is the memory depth. From Eq. (4.9), we see that the MP is in
principle a nonlinear finite impulse response (FIR) filter. As described in [20], the MP is an extension
to the common Hammerstein model in which a nonlinear function is followed by a linear filter.

In the MP model only diagonal memory terms from the Volterra series are included, which in some
cases may limit the modeling capabilities, particularly in the case that the amplifier in question displays
a strong, nonlinear memory for which cross-terms will be necessary. For simpler applications and for
analytical manipulation, this model is often good enough and easy to use.

4.1.2.4 Generalized Memory Polynomial
The generalized memory polynomial (GMP) was first presented in [20]. GMP extends the aforemen-
tioned MP by introducing cross-terms in the memory-domain [12], which is written as

y[n] =
P∑

p=1

M∑
m=1

αp,mx[n − m]|x[n − m]|2(p−1) (4.10)

+
P∑

p=1

M∑
m=1

L∑
l=1

βp,m,lx[n − m]|x[n − m − l]|2(p−1)

+
P∑

p=1

M∑
m=1

L∑
l=1

γp,m,lx[n − m]|x[n − m + l]|2(p−1)

where P is the nonlinear order, M is the memory depth and L is the number of leading and lagging
cross-terms. In this model, the memory terms span an L-dimensional strip in the memory-space of the
Volterra series. Reference [20] also introduces a more general way of creating the model using index
arrays in order to facilitate pruning of the parameter space in order to achieve the desired complexity/
performance trade-off.

4.1.3 GLOBAL VS. LOCAL BASIS FUNCTIONS
All of the models examined so far are using so-called global basis functions. This is in the sense of
basis functions acting upon the entire range of the envelope. This may in some cases cause numerical
issues, in particular when using high-order polynomial basis functions in conjunction with signals,
which has a large dynamic range combined with low probabilities of occurring peaks. This will end up
causing a poor numerical fit as the number of samples collected around the peak power will be small,
which tends to have a negative impact particularly on the high-order terms as their estimator variance
rapidly increases with order.
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One straightforward solution to this numerical issue is to use so-called local basis functions. By
this, we mean dividing the envelope-space into segments which then get associated with their own
specific set of basis functions. Let P be the envelope-range which we divide into �-ordered sections
as

P =
�⋃

ω=1

Pu (4.11)

where Pu∩Pu′ =∅ for u �= u′. We can now use this to form modified versions of the models previously
discussed. For example, examining the static polynomial, we can write

y[n] =
P∑

p=1

�∑
ω=1

I|x[n]|∈Pω
θpx[n]|x[n]|2(p−1), (4.12)

in which I is the indicator function. It may be difficult to see from the equation above, but this yields a
regression matrix which is largely sparse, e.g. the majority of elements will be zero. This may increase
the overall numerical complexity of the model, but as the regression matrix will have a sparse structure,
this complexity may be reduced using sparse matrix methods for computation.

In Fig. 4.1, we see one example of a static polynomial fitted with local basis functions on data
generated via a memoryless polynomial. As the number of sections increases, we increase the modeling
accuracy at the cost of added complexity.

Quite simple examples of local basis functions may be in the form of a look-up table (LUT) in which
elements of the table only act upon its own specific region of the envelope. Another example which
allows for switching between local cross-terms in the memory-space, is the so-called vector-switching
model [1].

4.1.4 EXPERIMENTAL MODEL VALIDATION
Concluding the discussion on power amplifier modeling, the numerical accuracy will be examined
using a set of measurements performed on a Gallium-Nitride (GaN)-based class-AB amplifier using
the web-lab system have been used [14]. The models considered in this chapter will be the static
polynomial, the GMP, and a vector-switching extension of the GMP. For easy quantification of the
model performance, we need a set of metrics.

4.1.4.1 Quantifying Modeling Performance
In order to make a sound selection of the model to suit the application in mind, we need to examine
how these behave using measurement data. For this purpose, we need to consider a couple of important
figures of merit. One of the most commonly used figures of merit is the normalized mean squared error
(NMSE). Here, we compare the measured and modeled output over the entire measurement bandwidth.
The modeling error is then normalized with the measured output variance in order to make the figure
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FIGURE 4.1

Illustration of local vs. global basis functions. An illustration of how local basis functions fit to a static model
reference. Here, piecewise linear functions are used over different numbers of envelope bins.

power independent. NMSE is commonly defined as

NMSE =

N∑
n=0

|ymeas[n] − ymod[n]|2

N∑
n=0

|ymeas[n]|2
(4.13)
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Table 4.1 Model validation results

PA model NMSE (dB) ACEPR (dB)
Static polynomial −28.5 −29.0

GMP −32.5 −33.5

VS-GMP −37.0 −38.0

where ymeas is the measured output and ymod is the modeled output. Compared to conventional MSE,
the NMSE removes any power dependencies, enabling comparison over different power ranges if nec-
essary.

The second figure of merit useful to assess the modeling performance is the adjacent channel error
power ratio (ACEPR), which provides a measure of how accurate the model predicts the generated
adjacent channel distortion. The ACEPR is defined as

ACEPR =

∫
Adj. band

|ymeas(f ) − ymod(f )|2 df

∫
Adj. band

|ymeas(f )|2 df

. (4.14)

We may in ACEPR observe similarities to NMSE, but with the emphasis put on modeling of the
distortion outside of the assigned channel.

In order to evaluate the modeling performance, we need two sets of measurement data—one for
identification and one for evaluation. This is required to provide a fair comparison such that the model
is not fitted to one specific signal realization. In this experiment, we use filtered complex Gaussian
noise which commonly has statistical properties very similar to any wide-band OFDM-based system
due to the central limit theorem. Since we are not evaluating a postdecoding metric such as bit error
rate (BER), Gaussian noise is sufficient.

Fig. 4.2 depicts the measured power spectral density (PSD) and amplitude-to-amplitude modulation
(AMAM) of the identification and evaluation data in terms of instantaneous normalized gain.

The model parameters are then found using the Moore–Penrose pseudo-inverse as described in
Eqs. (4.3) and (4.4). After performing the identification, each model runs with the evaluation data
which is compared to the measurements. The results in terms of NMSE and ACEPR are presented in
Table 4.1.

In order to further illustrate the modeling capacities for each case, we may examine the AMAM
characteristics and PSD from measurement data. Fig. 4.3 illustrates the measured and simulated
AMAM. Fig. 4.4 shows the corresponding simulated PSD for the models.

As we may observe, the static polynomial shows no dispersion effects due to its inherent lack of
memory. The GMP however, is capable of modeling these effects as shown. As this particular amplifier
is quite nonlinear, Fig. 4.3 illustrates the manner in which with both the static polynomial and the GMP
with global basis functions are having certain difficulties fitting to the data near peak power. This is
however not the case for the VS-GMP, which further improves the modeling accuracy by applying
local basis functions. In each region of the envelope, a low-order GMP (P = 3) is applied. Further
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FIGURE 4.2

Measured PSD (A) and AMAM (B) characteristics of the identification and evaluation data used in the comparison
between models.

FIGURE 4.3

Comparison between measurement and models. Comparative simulations between the static polynomial model
and the GMP, both with global and local basis functions. Blue (dark gray in print version) curves denote measure-
ment data, red (light gray in print version) curves denote predicted output from the models.
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FIGURE 4.4

Comparative simulations between the static polynomial model and the GMP using global and local basis functions.

practical comparisons between models using global and local basis functions may be found in [1]. The
numerical results are summarized in Table 4.1.

4.1.5 MUTUALLY ORTHOGONAL BASIS FUNCTIONS
A less common, yet useful model for power amplifier modeling is constructed by using mutually or-
thogonal basis functions. Consider the expansion of a nonlinear function using the basis functions Hp,

y[n] =
P∑

p=1

θpHp(x[n]). (4.15)

These basis functions can be designed to be mutually orthogonal with respect to the statistics of our
input signal. That implies, for all p,k, that the property

E
[
Hp(x[n])H ∗

k (x[n])] = 0 (4.16)

needs to hold. For the case of a complex Gaussian distributed input signal, we can achieve this mutual
orthogonality by using the complex Itô-generalization of the Hermitian polynomials, at least for a given
input power σ 2

x .
The mutual orthogonality between each basis function may also be beneficial as it provides a de-

scription in which the linear term, e.g. the useful signal part, is orthogonal to the distortion as this is a
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linear combination of the remaining, mutually orthogonal components. We write this as

y[n] = s[n] + d[n] (4.17)

where

s[n] = θ1H1(x[n]) (4.18)

is the linearly scaled input signal and

d[n] =
P∑

p=2

θpHp(x[n]) (4.19)

is the distortion which is expressed using the complex Itô polynomials; now these are mutually orthog-
onal to the input signal,

E[s[n]d∗[n]] = 0. (4.20)

The property of mutual orthogonality provides a clearer path to determining the statistical properties
of the distortion in terms of its covariance matrix, in a similar manner as the linear stochastic model
discussed in Chapter 4.4.

This approach provides a simple way of analyzing of the spatial properties of the distortion, in the
context of MU-MIMO [17]. Here, it is shown that

K3 + K2

2
L2v(f ) (4.21)

where K is the number of users or transmit-directions, L is the number of significant taps of the channel
and v(f ) is a constant depending on the excess bandwidth. A necessary condition for the distortion to
behave omni-directionally is

K3 + K2

2
L2v(f ) ≥ M. (4.22)

As Fig. 4.5 illustrates, we see that, as the number of users increases from K = 1 to K = 3 and 10,

the number of dominant directions increases with K3+K2

2 (as this is modeled using a frequency-flat,
narrow-band channel with L2v(f ) = 1). A few further observations may be made from Fig. 4.5 is that
the radiated adjacent power is at worst in parity with the single-antenna case. This occurs only in the
case of K = 1 and only towards the user served. Everywhere else, any potential victim user will receive
less distortion compared to the corresponding single-antenna case.

As K then increases, the adjacent channel power is divided over more directions than that of the
in-band signal. Thus, it never reaches the same radiated power as in the single-antenna case. This
indicates that, in most practical cases, the impact of the radiated distortion will be less in a large array
than in the case of a single-antenna system. More discussion and rigorous derivation of the radiation
patterns can be found in [17].
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FIGURE 4.5

Radiation patterns from uniform linear arrays. Blue (dark gray in print version) curves indicate the in-band radi-
ated power. Red (light gray in print version) curves indicate the power radiated in the adjacent channel. The dashed
lines correspond to the single-antenna case with the same ACLR. (A) Radiated pattern for in- and adjacent-band in
the case of K = 1 and M = 16, (B) radiated pattern for in- and adjacent-band in the case of K = 3 and M = 128,
(C) radiated pattern for in- and adjacent-band in the case of K = 10 and M = 128.
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4.1.6 MULTI-ANTENNA ENVIRONMENTS AND MUTUAL COUPLING
Another aspect of power amplifier modeling which has become increasingly important in multiantenna
applications is modeling of the mutual coupling between the antennas and its impact on the power
amplifier behavior. This coupling can create a signal-dependent and time-varying load-impedance seen
by the amplifier, which in turn changes the behavior in terms of the instantaneous transducer gain.
Such effects may be seen by plotting the normalized instantaneous gain, as shown in Fig. 4.7. The
large variation of instantaneous gain, which may be seen in Fig. 4.7, is caused by load-modulation of
the power amplifier via mutual coupling between branches.

In order to model the effects of mutual coupling, we need to view the power amplifier as a dual-
input system in which the second added input is the reflected wave stemming from the transmitted
signals from neighboring transmitters, transfered via mutual coupling between antennas as illustrated
in Fig. 4.6. Here, x1, . . . , xM are the M transmit signals and y1, . . . , yM the M output signals affected
by the nonlinear distortion of the power amplifiers. We also need the variables yr,1, . . . , yr,M , which
are mixtures of transmit signals being reflected back into each amplifier via the coupling.

At every time instant n, we may compute the reflected wave to the antenna port m as the scalar
product

yr,m = yT λm, (4.23)

in which λm = [λm1m, . . . , λMm] is the parameter vector describing the mutual coupling and y =[
y1, . . . , yM

]
is the vector of the transmitted signals.

The first approach to modeling such effects was proposed by Root et al. [22], through a model re-
ferred to as the polyharmonic distortion (PHD) model. As a large-signal extension to the S-parameters,
and thus nonlinear, this model is, however, quasistatic in nature. This has led to the development of an
extension based on the memory polynomial, as derived and validated in [9]. We have

ym[n] =
P∑

p=1

M1∑
m=1

αp,mxm[n − m1]|xm[n − m1]|2p−1 (4.24)

+
P∑

p=1

M1∑
m1=1

M2∑
m2=1

βp,m,lyr,m[n − m2]|xm[n − m1]|2p−1

+
P∑

p=1

M1∑
m1=1

M2∑
m2=1

γp,m,lx
2
m[n − m1]y∗

r,m[n − m2]|xm[n − m2]|.

It shares some features with the model in [22], namely the occurrence of the conjugate terms in the
reflected wave (y∗

r,m). The conjugate term occurs due to non-analyticity of the describing function. This
goes against conventional Volterra theory in which the number of conjugates in each basis function is
always even and accompanied by an uneven and larger number of non-conjugated terms, forming basis
functions in the form x[n]|x[n]|p .

The model stated in Eq. (4.24) is parameter linear in the time domain and is suitable for wide-band
applications as it supports memory in both incident and reflected waves. As memory is included also in
the reflected term, the description of the crosstalk network stated in Eq. (4.23) is no longer sufficient.
The modification is, however, rather small as the coupling coefficients λ are linear and may be modeled
by conventional FIR-filters.
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FIGURE 4.6

System model for the dual-input model. The system model for an active antenna system with nonlinear am-
plifiers. The reflected signal caused by mutual coupling causes a time-varying behavior which is not captured by
conventional models.

FIGURE 4.7

Measured instantaneous gain. Normalized instantaneous gain of a power amplifier with (blue; dark gray in print
version) and without (yellow; light gray in print version) the impact of mutual coupling.
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FIGURE 4.8

Measurement setup for model validation. The system model for an active antenna system with nonlinear am-
plifiers. The reflected signal caused by mutual coupling causes a time-varying behavior which is not captured by
conventional models.

The model described in Eq. (4.24) is validated via measurements presented in [9]. These measure-
ments were performed both conducted at the amplifier output reference plane, as well as over the air
using a reference receiver. Using wide-band arbitrary waveform generators as shown in Fig. 4.8, four
power amplifier modules were connected to two different configurations of a 2 × 2 patch antenna. The
measured characteristics of these arrays are shown in Fig. 4.9. As shown, the two arrays have, via vari-
ations in patch separation, different amounts of coupling. The spectrum plots shown in Fig. 4.9 are for
the case of strong mutual coupling.
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FIGURE 4.9

Antenna array characteristics and measured power spectral density (A) Measured S-parameter characteristics
of the two different 2x2 patch-antenna arrays used in the validation process. To the left, the antenna spacing is 0.5λ

and to the right 0.7λ, (B) measured and simulated output power spectrum from each of the four power amplifiers,
followed by the model error spectrum.
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4.2 OSCILLATOR PHASE NOISE
Local oscillators are the main source of phase noise in radio communication systems. It mainly stems
from imperfections in both the passive and active parts of the oscillator circuitry, which in turn inflicts
several types of noise sources. Some of these imperfections are:

• Thermal noise.
• Flicker or 1/f noise.
• Shot noise.
• Finite Q-value of resonator tank.

Together, this forms what we refer to as phase noise.
The impact of most of these sources may be mitigated by different means, for example using a

PLL or simply increasing the current pumped into the resonator tank. There are drawbacks to each of
these methods such as increased power consumption or increment of other noise in other parts of the
spectrum. And with the trend of phase noise rapidly increasing with frequency, it is of utter importance
that these effects are accurately modeled and studied. In particular, analysis of phase noise and its
impact on OFDM has been performed to a very large extent.

4.2.1 PHASE-NOISE POWER SPECTRUM AND LEESON’S EQUATION
One of the early studies on phase noise conducted by Leeson in 1966, resulted in an empirical ex-
pression for phase-noise power spectral density which is commonly used to this day [16]. The power
spectrum approximation is often described by

L(fm) = 10 log10

[
1

2

((
f0

2Qlfm

)2

+ 1

)(
fc

fm

+ 1

)(
FkT

Ps

)]
, (4.25)

in which some relevant circuit factors are used as parameters. Here, f0 is the operating frequency
of the oscillator, Q is the loaded Q-value of the oscillator, fm is the offset frequency at which we
observe the phase noise, fc is the 1/f cutoff frequency, F is the noise figure of the buffer amplifier, k

is Boltzmann’s constant, T is the temperature in Kelvin, and Ps is the output power of the oscillator.
Examining the power spectral density as illustrated in Fig. 4.10, the overall phase noise increases

with roughly 6 dB per doubling of the center frequency. Although Leeson’s equation is an empirical
model, it has stood the test of time and is still commonly cited and used to predict phase-noise per-
formance or to trade phase noise for power consumption. We will now discuss an approach used for
simplistic modeling of phase noise in the presence of a phase-noise tracker.

4.2.2 PHASE-NOISE MODELING: FREE-RUNNING OSCILLATOR
As it is common to describe a communication system in discrete time due to the nature of its digital
implementation, we will stay with phase-noise modeling in the discrete-time domain here. The scien-
tific literature is however not limited to discrete time modeling as a Wiener-process may be formed in
continuous time as well.
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FIGURE 4.10

Phase-noise power spectral density. Phase-noise power spectral density according to Leeson’s approximation for
different center frequencies, f0 = 2,10, and 30 GHz.

Phase noise is multiplicative in its nature and applied as

y[n] = x[n]eiϕ[n], (4.26)

in which the phase-noise component ϕ is commonly modeled using a random walk process,

ϕ[n] = ϕ[n − 1] + w[n]. (4.27)

Just as in the continuous time case, this is an accumulative process in which the variance of ϕ grows
over time. In the presence of a phase-noise tracker, either in the shape of a phase-locked loop or a
tracker at the receiver, we may model the residual phase noise as an autoregressive process,

ϕ[n] = λϕ[n − 1] + w[n]. (4.28)

Here, w ∼ N (0, σ 2
w) is the innovation noise and 0 < λ < 1 is a constant determined mainly by the

PLL. This phase-noise model is a wide-sense stationary (WSS) process which has the autocorrelation
function

E {ϕ[n]ϕ[n − l]} =

⎧⎪⎪⎨
⎪⎪⎩

4π2f 2
c tsκλ|l|

1 − λ2
if m = m′,

0 else,

(4.29)

where fc is the center frequency, ts is the sample-time, and κ is a constant depending on the quality
of the oscillator and ϕ ∼ N (0,4π2f 2

c tsκ). Examples of the simulated power spectral density for three
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FIGURE 4.11

Phase-noise power spectral density. Simulated phase-noise spectral density using the model in (4.26)–(4.28) with
three different values of λ.

different values of λ are shown in Fig. 4.11. Notice the flattening of the spectrum near the carrier
frequency as λ decreases.

In practical applications, decreasing λ is analog to increasing the PLL-bandwidth which improves
the phase noise around the carrier. However, this tends to increase the white noise part at higher offset
frequencies, something which is not captured by this particular model.

4.2.3 PHASE-NOISE MODELING: PHASE-LOCKED LOOP
The phase noise of the PLL-based oscillator consists of three main noise sources, i.e., noises from
the reference oscillator θref, the phase–frequency detector and the loop filter θLP, and the voltage con-
trolled oscillator (VCO) θVCO, as shown in Fig. 4.12. The Laplace transform of the phase noise of the
PLL-based oscillator is given as [26]

θout = NDKVCOZ(s) (KDθref + θLP) + sNDθVCO

sND + KDKVCOZ(s)
, (4.30)

where KD denotes the gain of the phase–frequency detector, KVCO represents the sensitivity of the
VCO, Z(s) represents the loop filter, and 1/ND is the frequency divider. The noise sources include
both white noise (thermal noise) and colored noise (flicker noise). The PSD of the noise source can be
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FIGURE 4.12

Phase-noise model of PLL-based oscillator. Blockdiagram of the phase-noise model for a PLL-based oscillator.

modeled as [26]

S(f ) = S0

1 +
(

f
fz

)2

1 +
(

f
fp

)2
+ S0

1 +
(

fzo

fz

)2

1 +
(

fzo

fp

)2

(
1 +

(
fzo

fpo

)k
)

1

1 +
(

f
fpo

)k
, (4.31)

where S0 is the power density at zero frequency, fp and fz are the (3-dB) pole and corner frequencies of
the thermal noise, respectively, k = 1 and 3 for flick noises of the PLL and of the oscillator, respectively,
and fpo and fzo are the pole and corner frequencies of the flicker noise, respectively. The detailed
modeling parameters are listed in Table 4-2 of [26]. As an example, Fig. 4.13 shows the estimated
PSDs of the carrier phase noise at 6, 28 and 60 GHz, respectively.

4.3 DATA CONVERTERS
Data converters are known as bottlenecks in digital communication systems as the transceiver band-
widths increases, while at the same time demands on dynamic range increase via denser modulation
schemes. Amongst the sources of impairment related to data converters, the one most commonly
modeled is the quantization noise. As data converters are mixed-signal components, issues with nonlin-
earities caused by either un-even quantization levels or output buffer amplifiers have also been modeled
in the past, quite often using a Volterra series approach [4].

4.3.1 MODELING OF QUANTIZATION NOISE
The modeling of quantization noise is an area well mapped out and the study on quantization is there-
fore a quite mature field. Some of the most important foundations can be found in [25,23]. Part of this
has led to a commonly used simplification of modeling a quantizer by adding uniform noise:

Q(x) = x + w (4.32)
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FIGURE 4.13

The PSD of the carrier phase noise. Simulated PSD of the phase noise generated by the model in Fig. 4.12,
parameterized for three different center frequencies.

where Q denotes the quantizer function and w is an additive noise process with parameters deter-
mined by the quantizer properties and the input signal statistics. Under certain constraints, the signal
to quantization noise ratio (SQNR) is modeled as

SQNR ≈ 6.02q (4.33)

where q is the number of bits used. This is, however, not always a good approximation depending
on the input signal statistics. More exact conditions for when the quantization noise is uniform have
been presented in [23]. For the general case using a DAC or ADC with q bits, we have a discrete set
of 2q possible outputs from the quantizer. Most commonly, uniform mid-rise quantizers are assumed;
however, other alternatives exist. Given a finite range of the possible input signal, the quantizer can be
modeled as

Q(x) =

⎧⎪⎪⎨
⎪⎪⎩


2 (1 − 2q) if x < −

2 2q,


 x


� + 
2 if |x| < 

2 2q,


2 (2q − 1) if x > 

2 2q,

(4.34)

in which  denotes the LSB size. For a quadrature signal, represented by a complex random variable,
we define the input–output relation for the set of baseband DAC’s or ADC’s by

fDAC(x) =Q (Rex + iImx) =Q (Rex) + iQ (Imx) . (4.35)
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As exact modeling of the quantization noise may be difficult and linear, stochastic approaches as pro-
posed in [10] may be sufficient, but we will leave the discussion for Section 4.7.

4.4 STATISTICAL MODELING
In certain applications such as system-level performance assessment, it may be difficult to make use of
behavioral models as they often operate on oversampled time-domain signals. In most communication
system engineering applications, the signals are modeled as stochastic random variables with given
second-order statistics described with a covariance matrix. As such a signal passes through a nonlinear
function, for example a building block, the statistical properties changes. With advanced multiantenna
systems making use of the spatial properties of the communication channel, the importance of knowing
the second-order statistics increases as it determines the spatial properties of both the transmit signal
as well as the hardware impairments.

4.4.1 THE BUSSGANG THEOREM AND THE SYSTEM MODEL
Determining the second-order statistics of the distortion is straightforward using the Bussgang theorem.
Let f (·) be a nonlinear function and x ∼ N (0, σ 2

x ). The input–output cross-covariance is equal to the
input autocorrelation up to a constant C [5], as

Rf (x),x = CRx. (4.36)

This property may be used in order to formulate a linear stochastic model which describes the output
of a nonlinear system when the input is modeled using a Gaussian random variable x. The model is
written as

f (x) = αx + d (4.37)

where d ∼ N (0, σ 2
d ) is the distortion noise which is orthogonal to the scaled input signal αx and α is

the gain constant, determined by

α = E
[
xȳ

]
σ 2

x

. (4.38)

From this, we have E
[
αxd̄

] = 0. For the multiantenna case, considering a system with M antennas,
we may model this in matrix-vector format as

y = Gx + e (4.39)

where G is the complex gain matrix and e is the distortion noise. The gain matrix is defined as

G = diag
(
E

[
x1ȳ1

]
, . . . ,E

[
xMȳM

])
. (4.40)

The remaining distortion noise, which is orthogonal to Gx, is then distributed as

e ∼CN (0,Ce) (4.41)
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where

Ce = Cy − GCxGH , (4.42)

which forces e and xn to be mutually orthogonal. This description is equivalent to the model discussed
in Section 4.1.5 as they have exactly the same properties, which stems from using mutually orthogonal
basis functions in the shape of Itô–Hermite polynomials.

4.5 STOCHASTIC MODELING OF POWER AMPLIFIERS
In the case of power amplifiers, derivation of the distortion covariance is straightforward by repeatedly
using the moment theorem for Gaussians [21]. This may, however, be tedious, as the number of cross-
products and higher-order moments tends to explode. For this reason, we will stick to the canonical
third-order model here. Using the common third-order polynomial as foundation, written as

y[n] = θ1x[n] + θ2x[n]|x[n]|2, (4.43)

we would, as illustrated in [10], be able to derive the model in the following form:

y = GPAx + ePA. (4.44)

Here GPA = IMN ⊗ diag
(
gPA

) ∈ C
MN×MN , or more explicitly

GPA = IMN ⊗ (θ1IMN + 2θ2diag(Cx)) . (4.45)

The distortion covariance due to orthogonality will become

CePA = Cy − GPACx(GPA)H (4.46)

in which GPA is given by Eq. (4.45), Cx is the transmit covariance matrix which is given by precoder
design and Cy is the covariance matrix of the distorted output. This has to be manually computed using
the moment theorem for Gaussians, which in the end results in

Cy = |θ1|Cx + 2|θ2|2Cx ◦ |Cx|2
+ 2θ̄1θ2

(
IMN ⊗ diag(Cxn)

)
Cx + 2θ̄2θ1Cx

(
IMN ⊗ diag(Cxn)

)
+ 2|θ2|2

(
IMN ⊗ diag(Cxn)

) × Cx
(
IMN ⊗ diag(Cxn)

)
(4.47)

where ◦ is the element-wise product. A full derivation of this can be found in [10].

4.6 OSCILLATOR PHASE NOISE
In the case of phase noise, formulating a stochastic model in the same format as for the power amplifier
is not trivial as phase noise is in itself not generated through a nonlinear function but is in fact already
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described as a stochastic process. Therefore, we may not use the same straightforward method using
the Bussgang theorem. However, we may do a signal decomposition using LMMSE Estimation in order
to formulate a model in the linear same format.

We recall that the behavioral model for the phase noise is described by

y[n] = x[n]eiϕ[n] (4.48)

where ϕ[n] = λϕ[n − 1] + w[n]. The stochastic model for the phase noise, in this case, is written as

x = GPNw + ePN (4.49)

where

GPN = e
− 2π2f 2

c ts κ

1−λ2 IMN. (4.50)

In the case of phase noise with separate oscillators using PLL synchronization, the covariance of the
error-term becomes

CePN = Cy − e
− 4π2f 2

c ts κ

1−λ2 Cx (4.51)

in which the output covariance is

Cy = diag (ψ)diag (Cx) + e
− 2π2f 2

c ts κ

1−λ2 nondiag (Cx) . (4.52)

Here, ψ = vec
([

ψ0, . . . ,ψN−1
])

which for each ψm may be computed as

ψm = e
−4π2f 2

c tsκ

1 − λ2

(
1 − λ

∣∣∣(m+ N
2 )modN− N

2

∣∣∣)
. (4.53)

It is of interest to notice that the gain and covariance matrix depend only on PLL, the oscillator param-
eter λ, and κ .

4.7 STOCHASTIC MODELING OF DATA CONVERTERS
Finally, before moving on to concatenate the model-blocks into a complete transmitter model, we need
a description of the quantization noise from the data converters. Just as with power amplifier distortion
and phase noise, we model the process in a linear fashion. We have

x = GDACw + eDAC. (4.54)

The gain matrix for a DAC, denoted

GDAC = IMN ⊗ diag
(

gDAC
)

, (4.55)
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will element-wise be computed as [11]

gDAC = √
π

diag
(
Cxn

)− 1
2

2q−1∑
i=1

e−2(i−2q−1)2
(
Cxn

)−1
. (4.56)

Now again, following the orthogonality we get the error covariance matrix:

CeDAC = Cy − GDACCxGDAC. (4.57)

The quantized output covariance matrix, from [11, Eq. 10], is then computed as

Cy ≈ 2

2
(2q − 1)2IBN − 42

2q−1∑
i=1

(
i − 2q−1

)

× �
(√

2diag (Cx)
− 1

2 (i − 2q−1
)

+ GDACnondiag (Cx)GDAC. (4.58)

With the individual models for each of the subsystem component, a more complete transmitter model
may be assembled.

4.8 MODEL CONCATENATION AND SIMULATIONS
To assemble the chain forming a complete transmitter chain model, we may use the linear properties
of each subsystem model to our advantage. If we consider the linear models for two different (vector)
nonlinear systems

y1 = G1x + e1

y2 = G2x + e2 (4.59)

the concatenated model for the series non-linearity becomes

y = G2(G1x + e1) + e2. (4.60)

Using this step repeatedly, we may find the transmitter-model as derived in [10]

y = GPA
(

GPN
(

GDACz + eDAC
)

+ ePN
)

w + ePA

= GPAGPNGDACz︸ ︷︷ ︸
Scaled and rotated signal

+GPAGPNeDAC + GPAePN + ePA︸ ︷︷ ︸
Distortion noise

, (4.61)

from which we may observe an equivalent gain matrix, GPAGPNGDAC and an accumulative noise
process with rescaled contributions from each subsystem component. Using the concatenated model,
we may now describe the signal-to-interference, distortion and noise ratio (SINDR).
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4.8.1 SIGNAL-TO-INTERFERENCE AND NOISE RATIO
As described in more detail in [10], the SINDR for an OFDM system at the kth UE and the lth sub-
carrier may be approximated by means of the concatenated model discussed in previous section. The
SINDR is

γk,l ≈
exp

(
−2πfctsκ

1 − λ2

)∣∣∣ĥT
k,l diag(gPA)diag(gDAC)p̂T

k,l

∣∣∣2

Ik,l + Ek,l + N0
(4.62)

in which we have that

Ik,l = exp

(
−2πfctsκ

1 − λ2

)∑
v �=k

∣∣∣ĥT
k,l diag(gPA)diag(gDAC)p̂T

v,l

∣∣∣2
(4.63)

is the interference power and

Ek,l =
[
(FN ⊗ IM)

(
GPA

(
exp

(
−2πfctsκ

1 − λ2

)
×

(
Cv − GDACCzGDAC

)
(4.64)

+
(

Cw − exp

(
−2πfctsκ

1 − λ2

)
Cv

)(
GDAC

)H + Cx − GDACCw

(
GDAC

)H
)(

IM ⊗ FH
N

)]
k+lK,k+lK

is the received distortion power on the lth subcarrier and the kth user. Here, FN is the N × N DFT-
matrix for which FNFH

N = IN .
Looking at the interference power, comparing to conventional signal-to-interference-and-noise ra-

tio (SINR)-analysis of massive MU-MIMO systems, further degeneration stemming from non-ideal
hardware may be observed.

4.8.2 SIMULATIONS
In order to illustrate the usage of the stochastic transceiver model discussed in this chapter, we will
present some basic link-simulations. These make use of the stochastic models in order to emulate an
OFDM-based massive MU-MIMO array transmitter and we compare the results with simulations using
conventional models. We will consider an OFDM-system with frequency selective linear precoding
using maximum ratio transmission (MRT) and zero-forcing (ZF). The precoding matrices are defined as

PMRT
k = αMRT

1

M
HH

k (4.65)

PZF
k = αZF

1

M
Hk

(
HkHH

k

)−1
(4.66)

where

Hk =
T∑

t=0

Ĥt e
−jk 2π

N
t (4.67)

is the M × K frequency-domain matrix describing the channel at subcarrier k. αMRT and αZF are cho-
sen such that E

[|xn|2
] = 1 for the precoded vector xn. The full set of parameters are found in Table 4.2.

We consider an OFDM-based MU-MIMO system with M antennas and K users and a Rayleigh inde-
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Table 4.2 Simulation parameters

Parameter Setting
Carrier frequency 3 GHz

Carrier type OFDM

Number of occupied subcarriers 1200

FFT size 4096

Carrier bandwidth 20 MHz

Channel parameter Setting
Channel type Rayleigh IID in spherical coordinates

Number of channel taps 5

Power delay profile Exponential

DAC parameter Setting
q 6 bits

LSB () 0.0081

Phase-noise parameter Setting
λ 0.99

κ 5 · 10−17

Power amplifier parameter Setting
θ1 1

θ2 −0.03491 + i0.00565

FIGURE 4.14

Complex baseband system model. The complex baseband system model including a base-station equipped with
M antennas, each consisting of DAC’s, local oscillators and power amplifiers. This is followed by the radio channel
and K served users.

pendent identically distributed (IID) channel. Fig. 4.14 shows the system model including impairment
models for quantization noise, phase noise and power amplifier distortion.

4.8.3 SIMULATION RESULTS
The simulation results are summarized in Figs. 4.15–4.17. Fig. 4.15 shows the simulated power spectral
density of each model block as well as the composite transmitter model, compared to the corresponding
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FIGURE 4.15

Output power spectral density from the statistical models. PSD of the transmitted signal for the case when each
hardware impairment in the RF-chain are considered separately, and when all of the hardware impairments are con-
sidered together. The markers correspond to simulation results whereas the black lines are the analytical outcome.
(A) Finite-resolution DACs only (ideal LO and linear PA). (B) Nonideal LO only (infinite-resolution DAC and
linear PA). (C) Nonlinear PAs only (infinite-resolution DACs and ideal LO). (D) Concatenated impairment model
(finite-resolution DACs, nonideal LO, and nonlinear PA).

behavioral models. As may be seen, the stochastic model accurately predicts the power spectral density
in not only each model block, but also in the case of the complete transmit model. The PSD is accurately
predicted both in- and out-of band, which is otherwise not the case for most linear and stochastic
models which today is widely used in the literature, [3].

Fig. 4.16 shows the radiated power of both the transmit signal (A) and the adjacent channel
power (B). Here we may spot similar effects to those noted in Section 4.1.5. In a similar manner,
the inband distortion takes on a similar radiation pattern as the transmit signal in this case.

Finally, Fig. 4.17 shows the performance in terms of uncoded BER with and without impairment
models. As may be observed, the radio hardware impairments has a negative impact on the uncoded
BER performance for both ZF and MRT.
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FIGURE 4.16

Simulated radiation patterns using stochastic impairment models. Simulated radiation patterns of the desired
signal (A) and the impairment component (B), consisting of power amplifier distortion, phase noise, and quantiza-
tion noise.
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FIGURE 4.17

Link-performance assessment using stochastic impairment models. Comparison of uncoded BER using linear
precoding, with and without the impact of hardware impairments.
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5
CHAPTER

MULTICARRIER WAVEFORMS

The waveform is a core component of any communication technology. Broadly speaking, there are
two main categories of waveforms: i) single-carrier waveforms, ii) multicarrier waveforms. 2G and 3G
cellular systems (GSM, UMTS, CDMA2000) as well as ZigBee and Bluetooth adopted single-carrier
waveforms. The 4G cellular system (LTE) employs a multicarrier waveform. Multicarrier waveforms
are also used in asymmetric digital subscriber line (ADSL), wireless local area network (WLAN),
WiMAX, digital audio broadcast (DAB), and digital video broadcast-terrestrial (DVB-T) standards.
Typically, single-carrier waveforms have a low peak-to-average power ratio (PAPR), which makes them
power efficient—suitable for coverage limited scenarios and extending battery life of user equipment.
On the other hand, multicarrier waveforms provide high spectral efficiency, flexible resource allocation
in the frequency domain, and possibly easy integration with multiantenna technology. These are the
key drivers for 5G NR.

NR will support various use cases with different deployments in frequencies from below 1 GHz
to 100 GHz. Although single-carrier waveforms can be interesting for massive IoT devices (with ex-
tended battery life) and for operation in high carrier frequencies (where transmission loss is high),
the multicarrier waveforms have been seen as main candidates of 5G due to the reasons mentioned
above. The 3GPP evaluated several multicarrier waveforms as well as single carrier waveforms. It
was observed that different waveforms have their pros and cons, which makes different waveforms
suitable in different scenarios. However, the 3GPP also acknowledged the fact that the 5G NR ra-
dio interface based on multiple waveforms will make the overall system design complex. Considering
overall performance, system requirements, and the need for a single waveform, the 3GPP concluded
in favor of OFDM for both uplink and downlink transmissions. Moreover, the DFT-Spread OFDM
(DFTS-OFDM) waveform, which has single-carrier properties, has been kept as an option for uplink
transmission in coverage limited scenarios.

This chapter presents various multicarrier waveforms and provides a comparison that has led to
the down selection of OFDM for 5G NR. The chapter is structured as follows. Section 5.1 introduces
state-of-the-art OFDM-based and filter bank multicarrier (FBMC)-based waveforms and Section 5.2
introduces the DFTS-OFDM waveform. Section 5.3 describes the waveform design requirements for
NR. Section 5.4 presents the key indicators for waveform comparisons, based on which Section 5.5
compares performance of the multicarrier waveforms.

5.1 MULTICARRIER WAVEFORMS
The main principle behind multicarrier waveforms is to split a high rate data stream into multiple
low rate streams that are transmitted simultaneously over a number of carriers (termed subcarriers).
By doing so, the symbol duration for each low rate subcarrier increases and therefore the relative
amount of time dispersion caused by a multipath (frequency selective) channel decreases. This makes

5G Physical Layer. https://doi.org/10.1016/B978-0-12-814578-4.00010-2
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FIGURE 5.1

(A) Frequency-selective channel. (B) Frequency flat subchannels.

a multicarrier waveform robust to the intersymbol interference caused by the multipath channel. Let
us look at this in the frequency domain. A frequency-selective fading channel is split into multiple
(approximately) frequency flat channels and each subcarrier now experiences frequency flat fading, as
illustrated in Fig. 5.1. This avoids complex time domain equalization, making the multicarrier trans-
missions suitable for high data rate wireless communication.

Multicarrier waveforms provide the freedom of multiplexing multiple users in the frequency do-
main (allocating different subcarriers to different users) and spatial domain (mapping different subcar-
riers to different antennas). Furthermore, multicarrier waveforms are robust to narrowband interference
compared to single-carrier waveforms. In a multicarrier system, narrowband interference only corrupts
a small number of subcarriers, whereas in a single-carrier transmission an entire link can fail due to
narrowband interference.

5.1.1 THE PRINCIPLE OF ORTHOGONALITY
Mathematically, a multicarrier waveform in baseband can be expressed as

x̃(t) =
∑
s∈Z

∑
i∈I

Xs,i p̃i (t − sT ), (5.1)

where s denotes the waveform symbol index, Z is a set of integers, i denotes the subcarrier index,
I ∈ {i = 1,2, . . . ,N} contains indices of the subcarriers, N is the total number of subcarriers, Xi,s ∈C

is a complex modulated (QAM or phase shift keying (PSK)) symbol mapped to the subcarrier i and the
symbol index s, and p̃i(t) is a pulse shape (or prototype filter) used for the subcarrier i. Typically, p̃i(t)

is a bandpass filter centered at the subcarrier frequency fi . For example, for OFDM, p̃i(t) = ej2πfi t

for 0 ≤ t ≤ T and p̃i(t) = 0 elsewhere. In a multicarrier system, the number of active subcarriers is
usually chosen smaller than the total number of subcarriers to relax filtering operations, i.e., Xi,s = 0
for some i at the band edges. The modulation and demodulation operations for a multicarrier system
are illustrated in Fig. 5.2.

The demodulation operation is based on matched filtering, which is optimal for linear and additive
noise channels in the sense of maximizing signal-to-noise ratio (SNR) of the demodulated (recon-
structed) signal. The matched filter demodulation comprises the convolution of the received signal r̃(t)
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FIGURE 5.2

Modulation and demodulation process in a multicarrier system.

with the complex conjugated time-reversed version of the transmitter prototype filter (or pulse shape),
followed by sampling at a rate equal to 1

T
. For simplicity, let us assume that r̃(t) = x̃(t) and denote Rl,q

as demodulated (reconstructed) QAM (or PSK) symbol from a waveform symbol q and a subcarrier l.
The demodulation operation is then given by

Rl,q = r̃(t) ∗ p̃l(−t)

∣∣∣
t=qT

(a)=
〈̃
r(t), p̃l(t − qT )

〉
(b)=

∑
s∈Z

∑
i∈I

Xs,i

〈
p̃i(t − sT ), p̃l(t − qT )

〉
, (5.2)

where p̃i(t) denotes complex conjugation of p̃i(t); ∗ is the convolution operator; 〈v1(t), v2(t)〉 :=∫ ∞
∞ v1(t)v2

∗(t)dt denotes the inner product between v1(t) and v2(t); (a) follows from the definition
of the convolution operation (i.e., expressing convolution in terms of correlation); and (b) follows
from the assumption that r̃(t) = x̃(t). From (5.2), we can see that the perfect reconstruction of the
transmitted QAM symbols (Rl,q = Xl,q ) requires the following orthogonality condition to be fulfilled:

〈
p̃i(t − sT ), p̃l(t − qT )

〉
= δi,l δs,q , (5.3)

where δa,b is the Kronecker delta function, defined as δa,b = 1 when a = b and δa,b = 0 when a �= b.
A multicarrier waveform that satisfies the orthogonality condition in (5.3) is called an orthogonal

waveform; for example, the orthogonal frequency division multiplexing (OFDM) waveform. Let us
look at the prototype filters used for OFDM and see how they fulfill the orthogonality condition. For
an ith subcarrier in OFDM, the prototype filter is given by

p̃i(t) := p̃(t) ej2πfi t , (5.4)
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FIGURE 5.3

Frequency domain illustration of OFDM subcarriers.

where fi = i
T

and p̃(t) is a rectangular filter with length T defined as

p̃(t) :=
{

1√
T

if 0 ≤ t ≤ T

0 elsewhere
, (5.5)

where the scaling 1√
T

is simply chosen to get unit energy, i.e.,
∫ +∞
−∞ |p̃(t)|2 dt = 1. Without loss of

generality, the inner product (cf. (5.3)) between the prototype filters is given by

〈p̃i(t), p̃l(t)〉 =
∫ T

0
p̃i(t) p̃l(t) dt

=
∫ T

0
p̃(t) ej2πfi t p̃(t) e−j2πfl t dt

=
∫ T

0
ej2π(fi−fl)t dt

=
∫ T

0
ej2π i−l

T
t dt,

which is nonzero (and equal to 1) if and only if i = l. We observe that it is the selection of fi = i
T

that
makes the OFDM waveform orthogonal. A frequency domain illustration of the OFDM subcarriers is
shown in Fig. 5.3. The spacing between consecutive subcarriers is fi+1 − fi = i+1

T
− i

T
= 1

T
:= �f ,

i.e., the subcarrier spacing �f is the inverse of the symbol duration T .
When the orthogonality condition is not fulfilled, the waveform is nonorthogonal, for example, the

FBMC waveforms. In the FBMC waveforms, the prototype filters of the subcarriers are not orthogonal
within the same symbol as well as between the adjacent symbols. Typically, there is interference be-
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tween subcarriers of the same symbols and between subcarriers of the adjacent different symbols (due
to overlapping waveform symbols in the time domain). The inner product (based on (5.3)) takes the
following form:

〈
p̃i(t − sT ), p̃l(t − qT )

〉
=

⎧⎨
⎩

1 if i = l and s = q

εi,l if i �= l and s = q,

βi,l,s,q else,
(5.6)

where εi,l corresponds to an interference between subcarriers of the same symbol and βi,l,s,q is associ-
ated with an interference between subcarriers of two different symbols. These two types of interference
are known as self-interferences—εi,l is referred to as self-intercarrier interference and βi,l,s,q is re-
ferred to as self-intersymbol interference. The structure of the FBMC waveforms will be discussed in
Section 5.1.3.

5.1.2 OFDM-BASED WAVEFORMS
There are several OFDM-based waveforms. In the following, we will present four major variants of the
OFDM waveform, namely, CP-OFDM, windowed OFDM (W-OFDM), filtered OFDM (F-OFDM),
and universally filtered OFDM (UF-OFDM).

A general discrete-time OFDM-based waveform is given by

x[n] =
(∑

s∈Z

∑
i∈I

Xi,s pi[n − sNsc]
)

∗ wtx[n], (5.7)

where I contains indices of the active subcarriers,1 Nsc is the total number of subcarriers, Xi,s ∈ C is

the modulated symbol corresponding to the subcarrier i and the time index s, pi[n] := p[n] ej2π i
Nsc

n is
the prototype filter (or pulse shape) used for the subcarrier i, and wtx[n] is a filter to improve spectral
characteristics of the transmitted signal.2 The modulation and demodulation operations of the OFDM-
based waveforms are shown in Fig. 5.4 and Fig. 5.5, respectively.

5.1.2.1 Cyclic Prefix OFDM
CP-OFDM employs a rectangular pulse shape, i.e., p[n] in (5.7) is given by

p[n] :=
{

1√
Nsc

if 0 ≤ n ≤ Nsc − 1,

0 elsewhere,
(5.8)

where Nsc is the total number of subcarriers. There is no post filtering operation, i.e., wtx[n] = δ[n]
in (5.7). To combat the intersymbol interference (ISI) in a multipath channel, a cyclic prefix (CP)

1In a multicarrier system, the number of active subcarriers is usually chosen smaller than the total number of subcarriers to relax
filtering operations.
2The sharper the spectrum roll-off of the signal, the easier it is to fulfill the out-of-band (OOB) emission requirements specified
by the 3GPP for cellular systems. The OOB emission requirements are specified in terms of a spectrum emission mask and an
adjacent channel leakage ratio for both base stations and devices.
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FIGURE 5.4

A general modulation structure of OFDM waveforms.

FIGURE 5.5

A general demodulation structure of OFDM waveforms.

is inserted in the OFDM symbol. The CP refers to the cyclic extension of an OFDM symbol, that
is, appending the last Ncp samples of the OFDM symbol to the front of the symbol as illustrated in
Fig. 5.6. If the CP duration is chosen greater than the delay spread of the channel, then the received
OFDM signal does not suffer from any ISI. In LTE, the normal CP duration is 7% of the core OFDM
symbol (i.e., Nsc = 2048 samples and Ncp = 144 samples).
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FIGURE 5.6

Cyclic prefix is inserted to avoid intersymbol interference due to the multipath channel.

FIGURE 5.7

OFDM waveform is efficiently synthesized via fast Fourier transform.

In practice, CP-OFDM modulator is implemented via the computationally efficient fast Fourier
transform (FFT). As shown in Fig. 5.7, M modulated QAM symbols ({Xi}Mi=1) are mapped to or-
thogonal subcarriers via a serial-to-parallel (S/P) transformation followed by an IFFT of size N and
parallel-to-serial (P/S) conversion. In this example, the total number of subcarriers is N and the number
of active subcarriers is equal to M . In practice, the number of active subcarriers is kept smaller than
the total number of subcarriers to relax filtering operations. This is achieved by zero padding QAM
symbols prior to the IFFT operation, as shown in Fig. 5.7.

5.1.2.2 Windowed OFDM
The spectrum of CP-OFDM decays rather slowly. The main reason for its slow decay is the signal
discontinuities at the symbol boundaries due to the rectangular pulse shape used in OFDM (cf. (5.8)).
To improve the spectral shape of OFDM, a nonrectangular pulse shape p[n] with smooth edges can
be employed in (5.7), which we refer to as windowed-OFDM (W-OFDM) waveform. As an example,
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FIGURE 5.8

PSDs of CP-OFDM and W-OFDM waveforms.

the spectrum of W-OFDM (considering a window with linear slopes) is compared with CP-OFDM in
Fig. 5.8. We observe that W-OFDM has a much sharper spectrum roll-off.3

The windowing can be done either at the transmitter side (to suppress interference to adjacent
bands) or at the receiver side (to suppress interference pick-up from adjacent bands) [10,14]. In the
following, we explain the transmitter side and the receiver side windowing. The transmitter side win-
dowing is illustrated in Fig. 5.9. In the transmitter side windowing, the boundaries of each OFDM
symbol are multiplied with a smooth slope in the time domain, increasing smoothly from 0 to 1 (in-
creasing slope) or decreasing smoothly from 1 to 0 (decreasing slope). The increasing slope is applied
at the beginning of the CP, while the decreasing slope is applied after the end of the core OFDM
symbol within an extra added cyclic suffix. Fig. 5.9 also shows that the increasing slope of the next
OFDM symbol overlaps with the decreasing slope of the previous OFDM symbol. Since the receiver
only keeps the samples of the core OFDM symbol, the transmitter side windowing is transparent to the
receiver. Next, we discuss the receiver side windowing.

A standard OFDM receiver cuts out the desired OFDM symbol period by applying a rectangular
window in the time domain to the received signal and then subsequently applies the FFT for de-
modulating the subcarriers. Application of the rectangular window in the time domain corresponds
to a convolution in the frequency domain with a sinc function. The sinc-like function leads to a high
interference pick-up from any adjacent nonorthogonal signals such as OFDM signals with other nu-
merologies. To reduce the interference pick-up, the rectangular window must be replaced by a smooth
window function. The receiver side windowing operation is illustrated in Fig. 5.10. A smooth increas-
ing window slope is applied at the boundary between the CP and the core OFDM symbol (half within
each); a decreasing smooth window slope is applied at the boundary between the core OFDM symbol
and the added cyclic suffix. If the applied window slopes fulfill the Nyquist criterion (i.e., they are

3The sharper the spectrum roll-off of the signal, the easier it is to fulfill the out-of-band emission requirements specified by the
3GPP for cellular systems.
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FIGURE 5.9

The transmitter side windowing.

center symmetric), the signal part cut away by the decreasing windowing slope is the same as the re-
maining signal part after application of the increasing window slope within the CP, since the CP is a
copy of the last part of the OFDM symbol. If the windowed CP part is added to the last part of the core
OFDM symbol, the core OFDM symbol is restored at its second boundary. The core OFDM symbol
can also be restored at the first symbol boundary by applying the same trick. Now the complete OFDM
is restored, and its subcarriers are orthogonal again. The FFT is applied to the restored core OFDM
symbol as indicated in Fig. 5.10.

5.1.2.3 Filtered OFDM
Like windowing (or pulse shaping), filtering is another technique to improve spectral characteristics
or reduce out-of-band (OOB) leakage of OFDM waveform [16]. Filtering (like windowing) is typi-
cally done at both transmitter and receiver sides to reduce interference to adjacent bands and reduce
interference pick-up from adjacent bands, respectively. Let us refer to the general OFDM waveform
modulation structure in (5.7). In filtered OFDM (F-OFDM), the prototype filter (pulse shape) p[n] is
rectangular including the CP, as we have in CP-OFDM. In addition, a filter wtx[n] is employed to sup-
press OOB leakage (cf. Fig. 5.4). The filter wtx[n] is derived as the product of an ideal bandpass filter
impulse response and a time domain mask (or a window), that is,

wtx[n] = h[n]w[n], (5.9)

where h[n] is an ideal bandpass filter with the selected signal bandwidth and w[n] is a window function.
Various window functions are common for the construction of FIR filters with different characteristics,
for example, Hanning, Hamming, Blackman, Bartlett, and Kaiser window functions.

The filter wtx[n] is dependent on the signal bandwidth, which implies that the filter need to be
dynamically designed or selected based on the signal bandwidth. This is different from W-OFDM,
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FIGURE 5.10

The receiver side windowing.

whose construction does not change with the signal bandwidth (i.e., the pulse shape p[n] does not
change with signal bandwidth). Another aspect of F-OFDM is that when long filters are used for an
improved OOB suppression, there can be significant group delay due to the filtering. For example, if
filters with length equal to half OFDM symbol are used at the transmitter and at the receiver sides,
then the filter processing delay is equal to one OFDM symbol. The large processing delay increases
overhead for TDD link direction switching, which is not suitable for latency critical applications.

5.1.2.4 Universally Filtered OFDM
UF-OFDM waveform is synthesized by performing filtering on groups of subcarriers (subbands) to
improve the spectral shape (reduce OOB leakage) of each subcarrier group (subband) [12,9]. The sub-
carrier group-wise (subband) filtering is motivated by the fact that the scheduling operation in cellular
systems (e.g., LTE and NR) is done based on subbands (resource blocks4). The subband filtering im-
proves spectral characteristics. As an example, the spectrum of W-OFDM is compared with CP-OFDM
in Fig. 5.11.

The transmitter structure of UF-OFDM is illustrated in Fig. 5.12. We assume that there are M

active subcarriers and the subband filtering is performed on groups of B subcarriers (i.e., each subband

4In 4G LTE and 5G NR, a resource block comprises of 12 subcarriers.
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FIGURE 5.11

PSDs of CP-OFDM and UF-OFDM waveforms.

FIGURE 5.12

UF-OFDM transmitter structure.

has B subcarriers). As shown in Fig. 5.12, a set of QAM modulated symbols {X1,X2, . . . ,XM} are
first divided into groups and zero padded. Each zero padded group follows the same process as we
have for the OFDM synthesis, i.e., serial-to-parallel conversion, Nsc-point IFFT, and parallel-to-serial
conversion. Afterwards, each symbol is padded with zeros in the time domain (i.e., a guard interval
(GI) is inserted for each symbol) and filtered. The GI is inserted to prevent intersymbol interference
due to the transmit filter delay. For an ISI free UF-OFDM synthesis, the GI length should be at-least
equal to the filter length, as illustrated in Fig. 5.13.

The receiver processing of the UF-OFDM waveform is shown in Fig. 5.14. UF-OFDM waveform
does not contain the CP, therefore, the cyclic convolution property is not preserved. Unlike the CP-
OFDM demodulator that discards the CP part of the symbol before the FFT operation, the UF-OFDM
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FIGURE 5.13

A guard interval is required for interference-free filtering in UF-OFDM modulator.

FIGURE 5.14

UF-OFDM receiver structure.

receiver utilizes complete symbol including the GI part in the demodulation. A 2Nsc point fast Fourier
transform (FFT) is performed to recover the data. From the FFT output block (of size 2Nsc), only the
even indexed symbols are the desired reconstructed QAM symbols. For details, we refer the reader to
[12,11].

5.1.3 FILTER BANK-BASED WAVEFORMS
There is an inverse relation between time and frequency. That is, extending a signal in the time domain
makes it shrink in the frequency domain. Based on this principle, the filter bank multicarrier (FBMC)
waveforms employ pulse shapes (prototype filters) with a much longer time duration than the OFDM-
based waveforms to achieve a more confined spectrum. Spectral confinement is important for efficient
utilization of the spectrum, which is a precious resource. However, as the waveform symbols get longer
in the time domain, the adjacent waveform symbols overlap. (Non-overlapping symbols would result in
loss of data transmission rate.) The FBMC waveforms are not orthogonal. That is, even in the absence
of any channel impairment, it is not possible to perfectly reconstruct the QAM symbols transmitted
using an FBMC waveform.

A conceptual illustration of the FBMC transmitter is given in Fig. 5.15. We note that conceptually
the construction of FBMC is similar to OFDM-based waveforms (e.g., W-OFDM), however, with the



5.1 MULTICARRIER WAVEFORMS 131

FIGURE 5.15

A conceptual illustration of FBMC modulator.

FIGURE 5.16

Frequency responses of the prototype filters of OFDM and FBMC (K = 4). The respective frequency domain coeffi-
cients are given in Table 5.1.

important difference that the length of the prototype filter is approximately K times greater than the
prototype filter (window/pulse) used in the OFDM-based waveforms. For FBMC, the duration of the
prototype filter pi[n] is KNsc samples. The prototype filters for FBMC can be synthesized via fre-
quency domain oversampling of the (rectangular) prototype filter used for OFDM. That is, a prototype
filter of length KNsc can be constructed by oversampling the frequency response with a factor K . In
Fig. 5.16, we show an example of an oversampled frequency response of the rectangular prototype
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Table 5.1 Frequency domain coefficients of the FBMC prototype
filters

Waveform H[0] H[1] H[2] H[3]
OFDM 1 0 0 0

FBMC (K = 2) 1
√

(2)/2 0 0

FBMC (K = 3) 1 0.911438 0.411438 0

FBMC (K = 4) 1 0.971960
√

(2)/2 0.235147

The filters have symmetric frequency response, i.e., H[k]=H[-k]

FIGURE 5.17

Impulse responses of the prototype filters used in FBMC (K = 4) and OFDM.

filter (used in OFDM) with a factor K = 4. The frequency axis in Fig. 5.16 is normalized by 1
Nsc

which
is the subcarrier spacing in OFDM and FBMC waveforms. The frequency domain coefficients of the
filters are given in Table 5.1. The corresponding time domain representations of these filters are given
in Fig. 5.17. The time axis here is normalized by the number of samples in the OFDM symbol without
the CP (Nsc). The prototype filter is designed to be half-Nyquist, that is, convolution of the transmitter
side half-Nyquist and the receiver side half-Nyquist filter is a Nyquist filter that crosses zero (on the
time axis) at all the integer multiples of the symbol period [2].

The design, implementation, and characteristics of the prototype filters are discussed in great de-
tail in [2,1]. There are two commonly used methods for implementing FBMC: frequency spreading
(FS) and polyphase networks (PPN). In the frequency spreading (FS) method, offset QAM (OQAM)
symbols are filtered in the frequency domain, followed by a KNsc point IFFT and an overlap and sum
operation. At the receiver side, a sliding window selects KNsc points every Nsc/2 samples. A KNsc

point FFT is performed followed by a matched filtering. In the PPN based FBMC transmitter, an
Nsc point IFFT is performed on OQAM symbols. The IFFT output (time domain signal) is fed to
a polyphase network. At the receiver side, matched filtering is performed followed by a Nsc point
FFT [2].
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FIGURE 5.18

The overlapping symbol structure of FBMC-OQAM with overlapping factor K = 4.

As mentioned earlier, the FBMC waveforms are not orthogonal. There are two reasons for the
non-orthogonality:

1. Intersymbol Interference An FBMC symbol spans KNsc samples, therefore, the neighboring
FBMC symbols overlap as shown in Fig. 5.18. There is a time offset Nsc between the adjacent
symbols. Due to the overlapping symbols, there is intersymbol interference (ISI) [2]. For a given
subcarrier of an FMBC symbol, the ISI primarily comes from the direct adjacent subcarriers of the
other overlapping FBMC symbols, i.e., a kth subcarrier in an FBMC symbol primarily suffers inter-
ference from subcarriers k and k−1 of the overlapping FBMC symbols. The ISI from the subcarriers
that are further than the direct neighboring subcarriers is negligible (uniformly upper bounded by
−60 dB [2]). There is no ISI between same subcarriers of the overlapping FBMC symbols due to
the Nyquist property of the prototype filters [2].

2. Intercarrier Interference The subcarriers within an FBMC symbol are not orthogonal either [2].
We refer to this as intercarrier interference (ICI). The ICI primarily comes from the adjacent subcar-
riers (as in the case of the ISI). For any adjacent subcarriers, there is interference between the real
parts or the imaginary parts, but there is no interference between the real and the imaginary parts.
To eliminate the ICI between the real parts (or the imaginary parts) of the adjacent subcarriers, they
have to be offset by Nsc/2 samples. This property motivates employing the OQAM modulation,
where the subcarriers of the FBMC symbol are modulated with an alternating pattern of real and
imaginary valued symbols [2].

Broadly speaking, the FBMC waveforms can be divided into two types—one that employs the offset
QAM and one that employs the regular QAM. In the following, we briefly discuss both types.



134 CHAPTER 5 WAVEFORMS

FIGURE 5.19

Comparison of spectrum of OFDM and FBMC-OQAM for one subcarrier.

5.1.3.1 FBMC-OQAM
A discrete-time FBMC-OQAM signal is given by

x[n] =
∑
s∈Z

∑
i∈I

Xi,s θi,s pi

[
n − s

Nsc

2

]
, (5.10)

where the set I contains indices of the active subcarriers, Nsc is the total number of subcarriers,
Xi,s ∈ R is the modulation symbol of the subcarrier i and the (FBMC) symbol time index s, θi,s := j i+s

is the phase rotation associated with the offset QAM mapping, pi[n] := p[n] ej2π i
Nsc

n is the filter for
the subcarrier i with p[n] as the base filter with length L = K Nsc (where K is the overlapping/over-
sampling factor). The overlapping factor K is a parameter of the FBMC-QAM waveform which refers
to the property that a given FBMC-OQAM symbol overlaps with 2K − 1 symbols preceding it and
2K − 1 symbols following it. Furthermore, D = {−2K + 1, ...,2K − 1} denotes the set of the adjacent
FBMC symbols that overlap in time. An illustration of the overlapping symbol structure is given in
Fig. 5.18 with a symbol overlapping (or frequency domain oversampling) factor K = 4.

Next, we compare spectral shapes of OFDM and FBMC-OQAM waveforms considering the widely
adopted FBMC prototype filters [2,1]. The frequency domain coefficients H [k] of these prototype
filters are given in Table 5.1 for three different oversampling (overlapping) factors. The frequency
response is symmetric around the center frequency (which is necessary for ensuring the Nyquist prop-
erty), i.e., H [−k] = H [k]. (The prototype filter in Fig. 5.16 and Fig. 5.17 is also constructed using the
coefficients given in Table 5.1.) In Figs. 5.19–5.22, we compare power spectral densities of OFDM
and FBMC-OQAM waveforms with different overlapping (oversampling) factors. The comparisons
include the spectrum of a single subcarrier as well as of a group of 300 subcarriers. These results show
that FBMC-OQAM has significantly sharper spectral roll-off than OFDM, especially for K ≥ 3. The
overlapping factor K = 4 is most commonly used in the literature.
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FIGURE 5.20

Comparison of spectrum of OFDM and FBMC-OQAM for 300 subcarriers.

FIGURE 5.21

Comparison of spectrum of one subcarrier of FBMC-OQAM for different overlapping factors.

5.1.3.2 FBMC-QAM
An FBMC waveform that employs a regular QAM (instead of the offset QAM) is referred to as FBMC-
QAM. As discussed earlier, there can be significant interference between the real parts (or between the
imaginary parts) of the adjacent subcarriers in an FBMC symbol. The offset QAM is one way to reduce
the effect of interference from the adjacent subcarriers. Another approach is to design the prototype
filters such that the self-interference is minimized or kept to an acceptable level so that the regular
QAM can be employed. Typically, the self-interference can be reduced at the cost of degradation in
spectral confinement. We will see this shortly in the sequel.
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FIGURE 5.22

Comparison of spectrum of 300 subcarriers of FBMC-OQAM for different overlapping factors.

A discrete-time FBMC-QAM signal is expressed as

x[n] =
∑
s∈Z

∑
i∈I

Xi,s pi[n − sNsc] , (5.11)

where I is the set of indices of the active subcarriers, N is the total number of subcarriers, Xi,s ∈ C

is the modulated symbol corresponding to subcarrier i and time index s, and pi[n] is the filter for
subcarrier i. The length of pi[n] is L = K N and K is the overlapping factor. The overlapping factor
K is a parameter of FBMC-QAM waveform which refers to the property that a given FBMC symbol
overlaps with K − 1 symbols preceding it and K − 1 symbols following it. Thus, D = {−K + 1, ...,

K − 1} is the set containing indices of the adjacent FBMC symbols that overlap in time considering
an overlapping factor K . An example is shown in Fig. 5.23 for a symbol overlapping (or the frequency
domain oversampling) factor K = 4.

In the recent publications [8,13], a method to design multiple prototype filters (different filters for
different subcarriers) has been developed for the synthesis of an FBMC-QAM waveform. To design
the prototype filters, a constrained optimization problem is formulated with the objective function be-
ing self-interference and the constraints being the spectrum confinement described by falloff rate and
the number of nonzero filter taps in the frequency domain. The prototype filters obtained through this
method trade-off signal-to-interference ratio caused by the self-interference with spectrum confine-
ment. In [8,13], the authors provide a design example with two prototype filters—one filter is used
for the even-numbered subcarrier indices and the other filter is used for the odd-numbered subcarrier
indices. That is,

pi[n] :=
⎧⎨
⎩

peven[n] ej2π i
Nsc

n if i is even,

podd [n] ej2π i
Nsc

n if i is odd.

(5.12)

The length of peven[n] and podd [n] is L = K Nsc. Considering these two prototype filters (see [8,13]
for the filter coefficients peven[n] and podd [n]) for FBMC-QAM, we compare its power spectrum
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FIGURE 5.23

Overlapping symbol structure of FBMC-QAM with overlapping factor K = 4.

FIGURE 5.24

Comparison of spectrum of FBMC-QAM and FBMC-OQAM for one subcarrier.

with an FBMC-OQAM waveform for a single subcarrier as well for a group of 300 subcarriers in
Fig. 5.24 and Fig. 5.25. We observe that the FBMC-OQAM has better spectral characteristics than the
FBMC-QAM. A major benefit of FBMC-QAM is that it is better compatible with MIMO transmission
due to the utilization of the complex valued QAM symbols.

An important attribute of the FBMC waveforms is that they typically do not employ any CP or GI,
unlike the OFDM-based waveforms. The prototype filters in the FBMC waveforms have long decay-
ing tails which can make them robust to the ISI caused by frequency-selective channels. By avoiding
the CP overhead, the FBMC waveforms can potentially utilize transmission resources more efficiently
than the OFDM-based waveforms, at least in theory. In order to compare the resource usage effi-
ciency, we have sketched the time-frequency lattices for OFDM, FBMC-OQAM, and FBMC-QAM in
Fig. 5.26, Fig. 5.27, and Fig. 5.28, respectively. In these figures, �f denotes the subcarrier spacing
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FIGURE 5.25

Comparison of spectrum of FBMC-QAM and FBMC-OQAM for 300 subcarriers.

FIGURE 5.26

Time-frequency lattice representation for CP-OFDM.

(which is equal to 1
N

for all waveforms), N denotes the total number of subcarriers (assumed equal
for all waveforms), and NCP is the number of CP samples in CP-OFDM. We observe that FBMC-
QAM has one complex symbol per unit area on its lattice and FBMC-OQAM has two real symbols
per unit area on its lattice. This means that the two FBMC waveforms have an equal resource usage
efficiency. CP-OFDM has N

N+NCP
(less than one) complex symbol per unit area, implying a lower

resource usage efficiency than the FBMC waveforms. Although FBMC has better time-frequency re-
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FIGURE 5.27

Time-frequency lattice representation for FBMC-OQAM.

FIGURE 5.28

Time-frequency lattice representation for FBMC-QAM.

source utilization in theory, one cannot simply conclude that CP-OFDM has worse spectral efficiency
in a realistic scenario. Here, it is important to keep in mind that the FBMC waveforms suffer from self-
interferences (being nonorthogonal waveforms). Moreover, when the channel delay spread is large, the
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FIGURE 5.29

The ratio of FBMC and OFDM resource usage efficiencies as a function of the number of the waveform symbols
per transmission burst.

FBMC waveforms can also have noticeable ISI due to the multipath effect and may require the CP
overhead.

Another important aspect is that the time-resource usage efficiency of the FBMC waveforms de-
pends on the transmission burst duration, whereas the time-resource usage efficiency of the OFDM
waveforms does not depend on the burst duration. For example, if there are M FBMC symbols in a
transmission burst (time slot), then the burst duration has to be (M +K −1)Nsc samples due to the fact
that each FBMC symbol has length KNsc and the consecutive FBMC symbols overlap with an offset
Nsc. This implies that the time-resource usage efficiency of FBMC is M

M+K−1 . For the OFDM wave-

form the time-resource utilization efficiency is N
N+NCP

, regardless of the transmission burst duration. In
Fig. 5.29, we plot the ratio of the resource utilization efficiencies of the FBMC and OFDM waveforms.
We observe that OFDM is more efficient for shorter transmission burst durations, which is especially
important for delay sensitive applications. For LTE, a subframe consists of merely 14 OFDM symbols
and therefore OFDM is suitable for LTE like assumptions. In NR, a transmission burst can be as short
as one OFDM symbol to support latency critical applications (see Section 2.3 for the mini-slot based
transmission).

5.2 SINGLE CARRIER DFTS-OFDM
Multicarrier waveforms, including OFDM, have large variations in instantaneous amplitude (and
power) due to the superposition of a large number of modulated subcarriers. When there are large
variations in the amplitude of the transmit signal, the power amplifiers of the transmitter either op-
erate in a nonlinear region and cause signal distortion (due to nonlinear clipping) or the transmitter
dissipates more power in order to operate in a linear region and prevent distortions. In contrast, single-
carrier waveforms have small signal variations and therefore higher power efficiency than multicarrier
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FIGURE 5.30

DFTS-OFDM transmitter structure.

waveforms. For example, there exist constant envelope single-carrier waveforms (e.g., minimum shift
keying (MSK), Gaussian minimum shift keying (GMSK)) that allow power amplifiers to run at satura-
tion point without any need for precompensation or postcompensation to account for the clipping. The
single carrier PSK modulated waveform also has a constant amplitude. However, pure single-carrier
waveforms have their disadvantages—a low spectral efficiency, performance degradation in frequency-
selective channels, and lack of flexible resource allocation in the frequency domain. The single-carrier
DFT spread OFDM (DFTS-OFDM) waveform aims at combining benefits of the single-carrier and the
multicarrier waveforms, with the following key properties:

• Small amplitude variations (single-carrier aspect).
• Flexible resource allocation in the frequency domain (multicarrier aspect).

DFTS-OFDM can be seen as an OFDM waveform with DFT-based precoding (which makes it
single-carrier) [7]. The structure of the DFTS-OFDM modulator is shown in Fig. 5.30. An M-point
FFT (DFT) is performed on M QAM symbols followed by an Nsc-point IFFT with M < Nsc. A cyclic
prefix is inserted as in CP-OFDM to enable low complexity frequency domain equalization at the
receiver side. Fig. 5.31 compares the peak-to-average power ratios of CP-OFDM and DFTS-OFDM
waveforms via the complementary cumulative distribution function (CCDF) of PAPR, assuming 16
QAM modulation and 1200 subcarriers. CCDF shows the likelihood of PAPR (in terms of percent-
age) exceeding a given value. We observe a reduced PAPR with DFTS-OFDM. If one employs PSK
modulation instead of QAM, PAPR of DFTS-OFDM can be further reduced.

The bandwidth of a DFTS-OFDM signal is given by M
N

fs , where fs is the sampling frequency. The
instantaneous signal bandwidth can vary by changing the block size M , to allow for flexible bandwidth
assignment. Moreover, users can be multiplexed in the frequency domain by allocating subsets of
subcarriers to different users. For example, according to Fig. 5.30, if we want to multiplex two users
with equal bandwidths, the first M

2 QAM symbols (X1,X2, . . . ,XM/2) can be associated with user 1
and the last M

2 QAM symbols (XM/2,XM/2+1, . . . ,XM ) can be associated with user 2 (assuming M is
even). In this example, each user is assigned contiguous subcarriers. Alternatively, each user can also
be assigned noncontiguous subcarriers. For example, user 1 and user 2 can be interleaved by assigning
odd-numbered subcarriers (i.e., modulation symbols X1,X3, . . . ,XM−1) to user 1 and even-numbered
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FIGURE 5.31

DFTS-OFDM achieves much reduced PAPR than CP-OFDM.

subcarriers (i.e., modulation symbols X2,X4, . . . ,XM ) to user 2. When multiple users are multiplexed
in DFTS-OFDM waveform, it is often referred to as single-carrier frequency division multiple access
(SC-FDMA). If users are assigned contiguous subcarriers, it is called localized frequency division
multiple access (LFDMA). When each user is assigned noncontiguous subcarriers that are uniformly
distributed across its bandwidth, it is commonly known as interleaved frequency division multiple
access (IFDMA).

DFTS-OFDM is used in 4G LTE for the uplink transmissions due to its improved power efficiency.
It is also an optional waveform for the 5G NR uplink. However, there are some shortcomings of em-
ploying DFTS-OFDM, which are discussed in Chapter 6.

5.3 WAVEFORM DESIGN REQUIREMENTS FOR 5G NR
5G radio access will support various applications (eMBB, URLLC, massive machine type communi-
cations (mMTC)), a wide range of frequencies (from sub-1 GHz to 100 GHz), diverse deployments,
and various link types (uplink, downlink, device-to-device link, backhaul link). In the following, we
provide an overview of important waveform design requirements for different scenarios.

eMBB has high requirements on throughput, user density, and low latency. Both small and large
cell deployments are expected for eMBB services. Typically, larger cells in low carrier frequencies in
the licensed spectrum and small cells at higher carrier frequencies (e.g., millimeter-wave) in both the
licensed and the unlicensed spectrum. For the downlink transmission, a high spectral efficiency and
maximum utilization of MIMO are key requirements for the NR waveform. For the uplink transmis-
sions in the large cell deployments, the cell edge users can be power limited and may not be able to
achieve high spectral efficiencies. In this case, the power efficiency of the waveform is important. In
the small cell deployments, the distance between the users and the base station can significantly reduce
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but not necessarily the maximum transmission power of the users. In this case, the power efficiency
and the MIMO compatibility are important design requirements.

At very high carrier frequencies (e.g., millimeter-wave), analog or hybrid beam-forming is ex-
pected, at least in the early stage of the NR deployments (see Chapter 7 for details). In such systems,
the number of digital chains is small compared to the number of antennas and part of the beam-forming
is realized via the RF beam-forming. With the RF beam-forming, it is not possible to multiplex users in
the frequency domain (frequency division multiplexing (FDM)) unless they all are served by the same
beam. In this case, the users should be multiplexed in the time domain (time division multiplexing
(TDM)) and therefore a short transmit time interval (TTI) is important. The NR waveform has to be
confined in time to allow for the short transmissions.

For the URLLC services, the ultra-reliability and very low latency are important. Beam-forming is
an important tool for improving the reliability. To achieve a very low latency, the waveform should be
confined in the time domain with a low processing latency. For a fast uplink access, an asynchronous
transmission may be beneficial, which means that the waveform should be able to efficiently support the
asynchronous access. The retransmission mechanisms are important for enhancing the link reliability.
In order to reduce latency due to the HARQ, the waveform should efficiently support the short TTIs.

The mMTC use cases target at providing connectivity to a massive number of devices with strict
requirements on battery life and processing complexity. mMTC applications are expected in large cell
deployments at lower carrier frequencies (e.g., below 6 GHz). mMTC data traffic can be in the form
of short data bursts. Moreover, the radio propagation and penetration losses can be high, for exam-
ple, to provide connectivity to devices in the basement of a building. Hence, the important waveform
design requirements for the mMTC are the high power efficiency (in the uplink), the low complexity
transceiver processing, the suitability to the short burst durations, and the ability to multiplex large
number of users. Asynchronous access can also be important in the uplink.

The D2D communication typically has short range; therefore, the power efficiency is not very im-
portant. For the D2D communication, requirements are expected to be high on throughput and therefore
the spectral efficiency is important. Since the D2D links are symmetric in nature, it is desirable to have
the same waveforms in both directions.

For the backhaul links (base station-to-base station communication), high throughputs and low la-
tencies are important. The wireless backhaul or the self-backhaul is likely with small cell deployments.
Hence, the most important waveform design requirements are high spectral efficiency, compatibility
with MIMO, and low latency (similar to eMBB). In wireless backhauling, the links are symmetric in
nature and, hence, the same waveform is desirable in both directions.

5.4 KEY PERFORMANCE INDICATOR FOR NR WAVEFORM DESIGN
Key characteristics of 5G NR include large channel bandwidths, extreme data rates, ultra-reliability
and low latency requirements, harsh propagation conditions, severe RF impairments, massive number
of antennas, small sized base stations, and mainly TDD deployments. Considering these aspects, the
mmMAGIC project (a European research project5) as well as the 3GPP identified key performance

5mmMAGIC was an EU project (funded by H2020 program) that developed radio interface concepts and solutions for above 6
GHz mobile radio communications.
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indicators (KPIs) for the NR waveform design and evaluated the candidate waveforms for these KPIs.
In the following, we present these waveform design KPIs and their importance in different frequency
ranges. The key performance indicators for the NR waveform design include:

• Spectral efficiency The spectral efficiency is vital to support extreme requirements on data rate, user
connection, and traffic densities. In general, the spectral efficiency is more crucial at lower carrier
frequencies than at higher frequencies, since the spectrum is not as precious at higher frequencies
due to the availability of potentially much larger channel bandwidths.

• MIMO compatibility Multiantenna transmission is a driving technology for NR. With the increase
in carrier frequency, the number of antenna elements would increase in the base stations as well as
in the devices. The use of various MIMO schemes is essential in providing high spectral efficiencies
(by enabling SU-MIMO/MU-MIMO) and greater coverage (via beam-forming). Beam-forming is
instrumental in overcoming the high transmission losses at very high frequencies (coverage limited
scenarios).

• Low Peak-to-Average-Power-Ratio (PAPR) A low PAPR is essential for power efficient transmis-
sions from the devices (for example, uplink, sidelink). A low PAPR becomes even more important
at very high frequencies. Since small sized low-cost base stations are envisioned at high frequencies,
low PAPR is also important for the downlink transmissions.

• Robustness to channel time selectivity The robustness to channel time variations is vital in high
vehicular speed scenarios. The high speed scenarios are relevant in large cell deployments. The
large cell deployments are not expected at very high frequencies due to harsh propagation conditions
(coverage limitation). At very high frequencies, the deployments are expected to come in the form
of small cells where mobility is not a major concern. However, certain vehicular services may be
enabled at very high frequencies.

• Robustness to channel frequency selectivity Typically, wideband wireless channels are strongly
frequency selective and robustness to frequency selectivity is fundamental to support high through-
put communication over wideband channels.

• Robustness to phase-noise Phase-noise depends on quality of the local oscillators at the devices
and at the base stations. Typically, phase-noise is high due to the UE (transmitter/receiver), since
low phase-noise oscillators can be too expensive and power consuming for the devices. Phase-noise
robustness is also important for future low-cost base stations. Basically, any link that involves a
device and/or low-cost base station puts a high requirement on the phase-noise robustness of the
waveform; especially if the communication takes place at high frequencies since phase-noise typi-
cally increases with the carrier frequency (see Chapter 4).

• Robustness to Power Amplifier Non-linearity The impact of the nonlinear PA increases as the
signal bandwidth increases (see Chapter 4).

• Transceiver baseband complexity, involved in encoding and decoding of the information embed-
ded in a waveform. The baseband complexity is always very important for the devices, especially
from the receiver perspective. For NR, the complexity is even a major consideration for base sta-
tions, since a base station can be a small sized access node (especially at high frequencies) with
limited processing capability. At very high frequencies and large bandwidths, the receiver may also
have to cope with severe RF impairments. A low baseband complexity is also important for faster
processing and enabling low latency applications. Moreover, the baseband complexity becomes in-
creasingly important as the signal bandwidth increases.
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FIGURE 5.32

Importance of waveform performance indicators as a function of carrier frequency.

• Time localization Time localization is important to efficiently enable (dynamic) TDD and sup-
port low applications. Frequent link direction switching for TDD requires short burst transmissions.
A low latency, which is one of the key requirements for both the eMBB and the URLLC services,
also requires short transmission time slots. A waveform that is confined in the time domain is suit-
able for enabling short transmissions.

• Out-of-band emissions/Frequency localization: Frequency localization is useful for efficient uti-
lization of spectrum and potential multiplexing of different services (e.g., URLLC, mMTC, eMBB)
on a single carrier using different waveform numerologies (see Section 6.3.3). Frequency localiza-
tion is not a major performance indicator at high frequencies where large channel bandwidths are
available. Frequency localization is also relevant for asynchronous access, which can be useful in
uplink and sidelink.

• Flexibility and scalability Flexibility and scalability of the waveform is important to enable diverse
use cases and deployment scenarios.

Fig. 5.32 sketches importance of the waveform KPIs for the NR operation in different frequency ranges.
We note that, for millimeter-wave communication, special attention needs to be paid to hardware im-
pairments and power efficiency, whereas frequency localization is not of great importance.
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Table 5.2 Comparison summary of multicarrier waveforms. (Source: mmMAGIC project [4,15])

MC-waveforms CP-OFDM W-OFDM UF-OFDM FBMC-QAM FBMC-OQAM
Spectral efficiency High High High High High

PAPR High High High High High

Phase-noise robustness Medium Medium Low/Medium Low/Medium Low/Medium

Robust. to freq. selective chan. High High High/Medium High High

Robust. to time-selective chan. Medium Medium Open Low/Medium Low/Medium

MIMO compatibility High High Open Open Low

Time localization High High High Low Low

OOB emissions High Medium Medium Low Low

OOB emissions with PA High High/Medium High/Medium High/Medium High/Medium

Complexity Low Low Medium High High

Flexibility High High High High High

5.5 WAVEFORM COMPARISON FOR NR
The mmMAGIC project evaluated several multicarrier and single-carrier waveforms based on the
waveform design KPIs discussed in the previous section. The project concluded with an overall com-
parison of the candidate waveforms prior to the NR standardization in the 3GPP. These results served
as an important input for the NR standardization. The waveform comparison results are summarized
in Table 5.2 for selected multicarrier waveforms. The following color scheme has been used in this
table: Green (light gray in print version) refers to a desirable characteristic; red (medium gray in print
version) refers to an undesirable characteristic; blue (dark gray in print version) refers to somewhere
between desirable and undesirable characteristic. Moreover, “Open”, means that further investigations
are required to draw any conclusion. The investigations were based on analytical methods as well
as simulations. The simulations were performed under common evaluation assumptions in the mm-
MAGIC waveform simulators. (One of the two simulators is presented in Chapter 9.) The detailed
evaluation results are available in the mmMAGIC project report [4] and are summarized in [15]. In the
following, we provide the waveform comparison results for selected KPIs (power efficiency, phase-
noise robustness, frequency localization, baseband complexity) and refer the reader to [4] for further
details.

5.5.1 FREQUENCY LOCALIZATION
CP-OFDM suffers from poor frequency localization/high out-of-band emissions. Several multicarrier
waveforms (both OFDM based and FBMC based) aim at improving frequency localization, as shown
in Section 5.1.2 and Section 5.1.3. Among these multicarrier waveforms, FBMC-OQAM (K = 4)
offers the best frequency localization, followed by FBMC-QAM (K = 4), and then UF-OFDM and
W-OFDM. However, these waveforms behave differently when they are subject to a realistic power
amplifier. For example, under the combination of a high transmission power and moderate to large
bandwidths, the spectrum roll-off of all waveforms (W-OFDM, UF-OFDM, FBMC) is similar to CP-
OFDM, except very close to band edges where FBMC has a steeper roll-off than W-OFDM and
UF-OFDM [4].
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FIGURE 5.33

A PSD comparison of CP-OFDM and FBMC-OQAM with and without PA. Low transmission power and large
bandwidth scenario (input power = −21 dBm, output power = 6 dBm, bandwidth = 9 MHz).

In order to show the behavior with respect to nonlinear power amplification, we compare the power
spectrum of CP-OFDM and FBMC-OQAM waveforms subject to a power amplifier modeled as a
memoryless polynomial in the time domain (as discussed in Chapter 4), according to

PAoutput [n] = PAinput [n]p(|PAinput [n]|), (5.13)

where p[x] = c0 + c1x + c2x
2 + · · · + ckx

k . For simulations, we have used a tenth order polynomial
with coefficients given in [4] and have assumed 2048 subcarriers, 30.72 MHz sampling frequency, and
QPSK modulation. For FBMC-OQAM, we have assumed K(overlapping factor) = 4 and the prototype
filter given in Table 5.1. In Figs. 5.33–5.35, we compare PSDs of OFDM and FBMC (with and without
PA) at different input/output power levels and different signal bandwidths. All PA input/output power
values in dBm assume a 50 � impedance. We note that the actual transmitter power will be a few (3 to 4)
dBs lower due to losses in duplexer/switches. All results are shown without any power back-off. In the
following, we summarize the key observations.

• For low transmission power levels or small signal bandwidths, substantially lower OOB emission
can be achieved with FBMC compared to OFDM (cf. Fig. 5.33 and Fig. 5.35).

• For high transmission power levels and moderate to high signal bandwidths, the OOB emission is
similar for FBMC and OFDM (cf. Fig. 5.35).

In general, for a combination of high transmission power and a large bandwidth, it is unlikely that
the sharp spectrum roll-off promised by FBMC and other frequency localized multicarrier waveforms
can be realized with state-of-the-art PA technology. In Chapter 8, we provide further evaluations for a
power amplifier model with memory.
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FIGURE 5.34

A PSD comparison of CP-OFDM and FBMC-OQAM with and without PA. High transmission power and large
bandwidth scenario (input power = −4 dBm, output power = 24 dBm, bandwidth = 9 MHz).

FIGURE 5.35

A PSD comparison of CP-OFDM and FBMC-OQAM with and without PA. High transmission power and small
bandwidth scenario (input power = −4 dBm, output power = 24 dBm, bandwidth = 1.08 MHz).

5.5.2 POWER EFFICIENCY
As discussed in Section 5.2, a common drawback of all multicarrier waveforms is their high PAPR (and
low power efficiency). In Fig. 5.36, we compare the PAPR of several waveforms, including CP-OFDM,
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FIGURE 5.36

A comparison of PAPR of multicarrier waveforms and single carrier DFTS-OFDM waveform.

W-OFDM, UF-OFDM, FBMC-OQAM, and DFTS-OFDM (assuming 16 QAM and 1200 subcarriers).
We observe that all multicarrier waveforms have similar PAPR except UF-OFDM, which has a higher
PAPR. The DFT-based precoding in OFDM (DFTS-OFDM) reduces the PAPR and achieves a higher
power efficiency than OFDM. There are various well-known methods to improve the power efficiency
of OFDM, which are discussed in Section 6.4.

5.5.3 TIME-VARYING FADING CHANNEL
In Fig. 5.37, we compare performance of several multicarrier waveforms (CP-OFDM, W-OFDM, UF-
OFDM, FBMC-OQAM, and FBMC-QAM) in terms of the symbol error rate over a time-varying fading
channel with 60 km/h UE speed at 6 GHz carrier frequency (assuming QuaDRiGa channel model). For
all waveforms, we assume 16 QAM, 512 subcarriers, and 120 MHz signal bandwidth. As can be seen,
CP-OFDM has superior performance in the time-varying fading channel. Further details of this evalu-
ation are given Chapter 9.

5.5.4 BASEBAND COMPLEXITY
We now look at implementation complexity of multicarrier waveforms in terms of the number of real
multiplications required for synthesis and demodulation, excluding the computations required for chan-
nel estimation. There are different channel estimation techniques used in practice with varying degrees
of complexity. We compare complexity of the following multicarrier waveforms: OFDM, W-OFDM,
F-OFDM, UF-OFDM, and FBMC. Since FFT/IFFT operations are used in implementations of all of
these waveforms, for simplicity we will denote the complexity of an N -point FFT/IFFT operation with
CFFT (N). The results presented in the following are based on [3], where the reader can find a detailed
analysis including complexity evaluation for the FPGA-based implementations.
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FIGURE 5.37

A comparison of multicarrier waveforms subject to a time-varying fading channel (60 km/h UE speed at 6 GHz
carrier frequency).

5.5.4.1 CP-OFDM
Considering the total number of subcarriers Nsc, the number of active subcarriers Nact , and per subcar-
rier channel equalization, the number of real multiplications for a CP-OFDM transmitter and receiver
are given by

CT x
OFDM = CFFT (Nsc), (5.14)

CRx
OFDM = CFFT (Nsc) + 4Nact , (5.15)

where 4Nact in (5.15) corresponds to one complex multiplication per subcarrier for channel equaliza-
tion.

5.5.4.2 W-OFDM
The windowing operation in an OFDM transmitter/receiver is merely multiplication of a window func-
tion with an OFDM symbol. Consider an OFDM symbol of length Nsc + Ncp samples with Ncp

denoting the number of CP samples, the number of real multiplications for the W-OFDM transmit-
ter and receiver are given by

CT x
W−OFDM = CT x

OFDM + 4(Nsc + Ncp) = CFFT (Nsc) + 4(Nsc + Ncp), (5.16)

CRx
W−OFDM = CRx

OFDM + 4(Nsc + Ncp) = CFFT (Nsc) + 4Nact + 4(Nsc + Ncp). (5.17)

The term 4(Nsc + Ncp) corresponds to the number of real multiplications required for the transmit-
ter/receiver windowing operation.
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5.5.4.3 UF-OFDM
In the UF-OFDM transmitter, the subcarriers are divided into groups (subbands or resource blocks)
and then group-wise filtering is performed. Consider a UF-OFDM symbol with Nsc total subcarriers,
B groups of NB subcarriers with group-wise filtering, and a filtering operation in the frequency domain.
The number of real multiplications per UF-OFDM symbol is given by

CT x
UF−OFDM = B (CFFT (2NB) + CFFT (NB) + 8NB) + CFFT (2Nsc) . (5.18)

The UF-OFDM receiver processing includes windowing in the time domain, transformation of the
signal to the frequency domain, filtering in the frequency domain, and equalization in the frequency
domain. Since the length of a UF-OFDM symbol is Nsc +Ng samples (where Ng is the guard interval;
cf. Fig. 6.17), the symbol is zero padded and an FFT of size 2Nsc is performed while we have a
transformation from the time to the frequency domain. Considering these operations, the total number
of real multiplications is given by

CRx
UF−OFDM = CFFT (2Nsc) + 8Nsc + 4Nact . (5.19)

5.5.4.4 FBMC-OQAM
FBMC waveform can be synthesized via two different approaches: a polyphase network (PPN)-based
method and a frequency domain filtering (frequency spread)-based method. The two methods have
different implementation complexity. For the PPN implementation, the transmitter and receiver side
number of real multiplications (assuming an overlapping factor K for FBMC) are given by

CT x
FBMC−PPN = 2CFFT (Nsc) + 4NscK + 4Nact , (5.20)

CRx
FBMC−PPN = 2CFFT (Nsc) + 4NscK + 4LeqNact , (5.21)

where Leq tap channel equalization is performed per subcarrier.
The complexity of the frequency spread FBMC method is given by

CT x
FBMC−FS = 2CFFT (KNsc) + 8Nact (K − 1), (5.22)

CRx
FBMC−FS = 2CFFT (KNsc) + 16Nact (K − 1). (5.23)

The transmitter and the receiver side computational complexity of these multicarrier waveforms is
compared as a function of the number of subcarriers in Fig. 5.38 and Fig. 5.39, respectively. Here,
we have assumed Nsc = Nact for all waveforms, 7% CP length for OFDM and W-OFDM (i.e.,
Ncp = .07Nsc), NB = 16 for UF-OFDM, K = 4 for FBMC-PPN and FBMC-FS, and Leq = 3 for
FBMC-PPN. We observe that CP-OFDM has the lowest complexity and the windowing contributes
to a minor complexity increase. The complexity of the other multicarrier waveforms is significantly
higher than CP-OFDM and the complexity gap enlarges as the number of subcarriers increase. For
UF-OFDM, the complexity depends on NB . As NB increases, the complexity decreases. We also note
that the PPN based FBMC implementation has significantly lower implementation complexity than the
frequency spread based implementation.
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FIGURE 5.38

Transmitter side complexity comparison.

FIGURE 5.39

Receiver side complexity comparison.

5.5.5 PHASE-NOISE ROBUSTNESS COMPARISON
In the following we compare phase-noise robustness of CP-OFDM, FBMC-OQAM, and FBMC-QAM
waveforms based on [6]. A baseband signal subject to phase-noise (PN) can be expressed as r[n] =
x[n] ejφ[n], where φ[n] is a random process. Typically, in a phase-locked loop (PLL)-based oscillators
φ[n] is a wide-sense stationary (WSS) random process, and |φ[n]| � 1 [5], which leads to the following
approximation:

r[n] = x[n] ejφ[n]≈x[n](1 + jφ[n]). (5.24)
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5.5.5.1 Phase-Noise Effect in OFDM
Assuming that the received OFDM signal r[n] is subject to the PN, consider the demodulation of a
subcarrier l in the 0th OFDM symbol (i.e., s = 0) without any loss of generality:

Rl,0 =
∑
n∈Z

r[n] pl[n]

(a)=
∑
n∈Z

(∑
d∈Z

∑
i∈I

Xi,d pi[n − dN]
)

(1 + jφ[n]) pl[n]

(b)=
∑
i∈I

Xi,0

∑
n∈Z

pi[n] pl[n](1 + jφ[n])

(c)=
∑
i∈I

Xi,0 (δi,l + ϕi,l)
(d)= Xl,0

(
1 + ϕl,l

) + NICI
l , (5.25)

where (a) follows from (5.7) and (5.24); (b) follows from the property that consecutive OFDM symbols
do not interfere in the time domain (pi[n − dN] pl[n] = 0 ∀n ∈ Z when d �= 0), avoiding intersymbol
interference (ISI), (c) follows from ϕi,l := ∑

n∈Z j φ[n]pi[n]pl[n] and
∑

n∈Z pi[n]pl[n] = δi,l , where
δi,l is the Kronecker delta function; (d) follows by defining NICI

l := ∑
i∈IICI

Xi,0 ϕi,l , and IICI =
I \ {l} is the set of subcarriers that interfere with subcarrier l due to the PN. According to (5.25), the
transmitted symbol Xl is multiplied by the term (1 + ϕl,l). This effect is known as a common phase
error (CPE) because it causes an identical phase rotation in all subcarriers (i.e., ϕl,l = ϕk,k for any
l, k). The additive term NICI

l refers to an intercarrier interference (ICI), which is different for different
subcarriers (that is, NICI

l �= NICI
k for any l �= k).

According to [6], the achievable signal-to-interference ratio (SIR) of the demodulated subcarrier l

in the OFDM symbol subject to the PN (in absence of CPE) is given by

SIRl = 1(∫ +0.5
−0.5 Sφ(ν) WICI

l (ν) dν
) , (5.26)

where

WICI
l (ν) :=

∑
i∈IICI

1

N2

∣∣∣∣∣
sin

(
π

(
ν − i−l

N

)
N

)
sin

(
π

(
ν − i−l

N

))
∣∣∣∣∣
2

. (5.27)

Next, we evaluate the achievable SIR using (5.26) for the PLL based phase-noise model described
in Section 4.2.3. The PSDs of the PN model are illustrated in Fig. 5.40 at three oscillator different
frequencies: 6 GHz, 28 GHz, and 82 GHz. The achievable SIR as a function of the subcarrier spacing
is shown in Fig. 5.41. We observe that the SIR is an increasing function of the subcarrier spacing. This
implies that the OFDM system would be more robustness against the PN if a larger subcarrier spacing
is used.
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FIGURE 5.40

Power spectrum of the PLL based PN model at three oscillator frequencies: 6 GHz, 28 GHz, and 82 GHz. The
model is developed in mmMAGIC (a European research project).

FIGURE 5.41

Achievable signal-to-interference ratio (SIR) for OFDM as a function of its subcarrier spacing at three oscillator
frequencies (6 GHz, 28 GHz, and 82 GHz).

5.5.5.2 Phase-Noise Effect in FBMC-QAM
The demodulation of a subcarrier l in the 0th FBMC-QAM symbol (i.e., s = 0) subject to the PN is
given by

Rl,0 =
∑
n∈Z

r[n] pl[n]
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(a)=
∑
n∈Z

(∑
d∈D

∑
i∈I

Xi,d pi[n − dN]
)

(1 + jφ[n]) pl[n]

=
∑
d∈D

∑
i∈I

Xi,d

∑
n∈Z

pi[n − dN] pl[n] (1 + jφ[n])

(b)=
∑
d∈D

∑
i∈I

Xi,d

(
λi,l,d + βi,l,d

)
, (5.28)

where (a) follows from (5.24) and (5.11) and (b) follows by defining

λi,l,d :=
∑
n∈Z

pi[n − dN] pl[n] , (5.29)

βi,l,d : =
∑
n∈Z

jφ[n] pi[n − dN] pl[n] . (5.30)

The term λi,l,d is due to the self-interference components caused by the overlapping FBMC symbols
and the nonorthogonality between the subcarriers, whereas βi,l,d is due to the PN; it depends on both
the choice of the prototype filters and the PN. We can rewrite (5.28) as

Rl,0 = Xl,0
(
1 + βl,l,0

) + I ICI
l + I ISI

l + NICI
l + NISI

l , (5.31)

where we have used the following notations:

I ICI
l : =

∑
i∈IICI

Xi,0 λi,l,0 , (5.32)

I ISI
l : =

∑
d∈DISI

∑
i∈I

Xi,d λi,l,d , (5.33)

NICI
l : =

∑
i∈IICI

Xi,0 βi,l,0 , (5.34)

NISI
l : =

∑
d∈DISI

∑
i∈I

Xi,d βi,l,d , (5.35)

where DISI = D \ {0} is a set containing the indices of the FBMC-QAM symbols that overlap with the
0th FBMC-QAM symbol. The multiplicative term (1 + βl,l,0) corresponds to the CPE. The CPE has
the same value for all even subcarriers and the same value for all odd subcarriers (i.e., βk,k,0 = βl,l,0

if k mod 2 = l mod 2 for any l, k). The terms I ICI
l and I ISI

l model the ICI and the ISI due to the
self-interferences and the terms NICI

l and NISI
l represent the ICI and the ISI due to the PN.

According to [6], the achievable SIR of the demodulated subcarrier l in the FBMC-QAM symbol
subject to the PN (in absence of CPE) is given by

SIRl = PX

PIICI
l

+ PIISI
l

+ PNICI
l

+ PNISI
l

, (5.36)



156 CHAPTER 5 WAVEFORMS

PNICI
l

:= PX

(∫ +0.5

−0.5
Sφ(ν) WICI

l (ν) dν

)
, (5.37)

PNISI
l

:= PX

(∫ +0.5

−0.5
Sφ(ν) WISI

l (ν) dν

)
, (5.38)

PIICI
l

:= PX δ(ν) WS−ICI
l (ν) , (5.39)

PIISI
l

:= PX δ(ν) WS−ISI
l (ν) , (5.40)

WICI
l (ν) :=

∑
i∈IICI

Wi,l,0(ν) , (5.41)

WISI
l (ν) :=

∑
d∈DISI

∑
i∈I

Wi,l,d (ν) , (5.42)

WS−ICI
l (ν) :=

∑
i∈IICI

WS
i,l,0(ν) , (5.43)

WS−ISI
l (ν) :=

∑
d∈DISI

∑
i∈I

WS
i,l,d (ν) , (5.44)

Wi,l,d (ν) := WS
i,l,d (ν) =

∣∣∣Pi(ν) e−j2πνdN � Pl(ν)

∣∣∣2
, (5.45)

where Pi(ν) := F {pi[n]}, pi[n] is defined in (5.12), and F {·} is the discrete-time Fourier transform
operation.

5.5.5.3 Phase-Noise Effect in FBMC-OQAM
Assuming that the received FBMC-OQAM signal r[n] is subject to the PN, the demodulation of a
subcarrier l in the 0th FBMC-OQAM symbol is given by:

Rl,0
(a)=

∑
n∈Z

�r[n] ψl pl[n]

(b)=
∑
n∈Z

�
{(∑

d∈D

∑
i∈I

Xi,dθi,d pi

[
n − d

N

2

])
(1 + jφ[n]) ψl pl[n]

}

=
∑
d∈D

∑
i∈I

Xi,d

∑
n∈Z

�
{
θi,d pi

[
n − d

N

2

]
ψl pl[n] (1 + jφ[n])

}

(c)=
∑
d∈D

∑
i∈I

Xi,d

(
γi,l,d + ρi,l,d

)
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FIGURE 5.42

Achievable signal-to-interference ratio (SIR) for OFDM, FBMC-OQAM (K = 4) and FBMC-QAM (K = 4) as a
function of subcarrier spacing at 82 GHz oscillator frequency.

(d)= Xl,0 + I ICI
l + I ISI

l + NICI
l + NISI

l , (5.46)

where (a) follows from the offset-demapping which uses the real value operator �{·} and the phase
term ψl = j (−l); (b) follows from (5.24) and (5.10); (c) follows by defining

γi,l,d :=
∑
n∈Z

�
{
θi,d pi

[
n − d

N

2

]
ψl pl[n]

}
, (5.47)

ρi,l,d :=
∑
n∈Z

�
{
jφ[n] θi,d pi

[
n − d

N

2

]
ψl pl[n]

}
, (5.48)

which are associated with the self-interferences and the PN, respectively; (d) follows from defining
I ICI
l , I ISI

l (the same as in (5.32) and (5.33) but replacing λi,l,d by γi,l,d ), NICI
l and NISI

l (the same as
in (5.34) and (5.35), but replacing βi,l,d by ρi,l,d ). It is noteworthy that FBMC-OQAM is not affected
by any CPE effect subject to the given PN formulation (i.e., ∀l ∈ I ρl,l,0 = 0).

According to [6], the achievable SIR of the demodulated subcarrier l in the FBMC-OQAM symbol
subject to the PN is given by (5.36) with the following differences:

Wi,l,d (ν) : = 1

4

[∣∣∣∣Vd

(
ν − i − l

N

)∣∣∣∣
2

+
∣∣∣∣Vd

(
ν + i − l

N

)∣∣∣∣
2

−

− 2 �Yi,l,d (ν)
]

(5.49)

WS
i,l,d (ν) : = 1

4

[∣∣∣∣Vd

(
ν − i − l

N

)∣∣∣∣
2

+
∣∣∣∣Vd

(
ν + i − l

N

)∣∣∣∣
2

+

+ 2 �Yi,l,d (ν)
]
, (5.50)
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where Yi,l,d (ν) := ejπ(i−l+d)Vd

(
ν − i−l

N

)
V ∗

d

(
ν + i−l

N

)
, Vd(ν) := P(ν) �

(
P(ν)e−2πν N

2 d
)

, and

P(ν) := F {p[n]}.
In Fig. 5.42, we compare the achievable SIRs for OFDM, FBMC-OQAM (K = 4), and FBMC-

QAM (K = 4) as functions of the subcarrier spacing at 82 GHz oscillator frequency. We observe that
the FBMC waveforms are more sensitive to phase noise than OFDM.
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6
CHAPTER

NR WAVEFORM

CP-OFDM waveform has been widely adopted for wireless and wireline communication as well as
for digital audio and video broadcasting. The Asymmetric Digital Subscriber Line (ADSL) was the
first wireline technology that used OFDM for high speed transmission. Digital Audio Broadcasting
(DAB) and Digital Video Broadcasting (DVB-T) standards employ OFDM for broadcasting digital au-
dio and video services. Various wireless IEEE and 3GPP standards have adopted OFDM, for example,
IEEE 802.11a/WLAN, IEEE 802.16/WiMAX, 3GPP 4G LTE, and more recently 3GPP 5G NR. In this
chapter, we discuss the OFDM design for 5G NR.

This chapter is organized as follows. Section 6.1 discusses suitability of CP-OFDM for NR. Sec-
tion 6.2 describes a scalable OFDM design for NR, as adopted by the 3GPP. Section 6.3 provides a
detailed discussion of how the scalable parameters of OFDM should be chosen considering various
factors such as quality of service requirements, type of deployment, carrier frequency, user mobil-
ity, hardware impairments, and implementation aspects. Section 6.4 discusses the need for improving
power efficiency of the NR waveform for coverage limited scenarios, along with a brief overview of
the commonly used techniques. The effects of different synchronization errors in a CP-OFDM system
are discussed in Section 6.5. Finally, some mitigation techniques for the hardware impairments (phase
noise, carrier-frequency offset, and sampling frequency offset) are presented in Section 6.6.

6.1 SUITABILITY OF OFDM FOR NR
For the NR waveform, the design requirements vary depending on the carrier-frequency range and the
link type, as discussed in Chapter 5. The 3GPP has selected CP-OFDM waveform for NR after a thor-
ough investigation of several multicarrier and single-carrier waveforms considering requirements that
are important for the NR design. In Chapter 5, we have also provided a comparison of state-of-the art
waveforms. In the following, we discuss the suitability of OFDM for NR for various link types (uplink,
downlink, sidelink,1 vehicle-to-anything (V2X)2 link, backhaul link) considering the waveform key
performance indicators:

• Spectral efficiency OFDM is well known for its high spectral efficiency. The spectral efficiency is
vital to meet extreme data rate requirements with NR. In general, the spectral efficiency is more cru-
cial at lower carrier frequencies than at higher frequencies due to potentially much larger channel
bandwidths at higher carrier frequencies. The spectral efficiency is important for both uplink and

1Sidelink refers to direct device-to-device (D2D) communication.
2Vehicle-to-anything (V2X) communication includes vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-
network (V2N), and vehicle-to-pedestrian (V2P).

5G Physical Layer. https://doi.org/10.1016/B978-0-12-814578-4.00011-4
Copyright © 2018 Elsevier Ltd. All rights reserved.
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the downlink. The requirements are even more stringent for the backhaul link due to the massive
volumes of data transmission between the base stations. Vehicular communication can also create
capacity bottlenecks in dense urban scenarios with large number of vehicles periodically broadcast-
ing signals in an asynchronous fashion.

• MIMO compatibility OFDM enables a straightforward use of MIMO technology (see Chapter 7).
With increase in the carrier frequency with NR, the number of antenna elements would increase
in the base stations as well as in the devices. The use of various MIMO schemes is essential for
enhancing spectral efficiency by enabling SU-MIMO/MU-MIMO and achieving greater coverage
via beam-forming (see Chapter 7). Beam-forming is instrumental in overcoming high propagation
losses at very high frequencies where coverage is limited.

• Peak-to-Average-Power-Ratio (PAPR) OFDM has a high PAPR like other multicarrier waveforms
(see Section 5.5.2). A low PAPR is essential for power-efficient transmissions from the devices
(for example, in the uplink and the sidelink). A low PAPR becomes even more important at very
high frequencies where coverage can be limited. It is noteworthy that small sized low cost base
stations are envisioned at high frequencies, therefore, low PAPR is also important for the downlink
transmissions at high carrier frequencies. A high PAPR in OFDM can also be substantially reduced
via various well-known PAPR reduction techniques with only minor compromise in performance
[10] (see Section 6.4). For NR, OFDM with PAPR reduction is an attractive option for the uplink
and the sidelink.
LTE uses DFTS-OFDM for both uplink and sidelink due to its lower PAPR. However, DFTS-OFDM
has certain drawbacks in comparison with OFDM such as lesser flexibility for scheduling and more
complex MIMO receiver with degraded link level and system level performance [21]. For NR,
DFTS-OFDM is optional for the uplink and can be used only for a single-stream (without MIMO)
transmission. Since MIMO transmission is a key component of NR, DFTS-OFDM is not a preferred
option for the uplink and the sidelink in general. The use of one waveform (i.e., OFDM) for all link
types also makes transceiver designs and implementations symmetric for all transmissions.

• Robustness to channel time selectivity is vital in high mobility scenarios. High-speed UEs are rele-
vant in large cell deployments. The large cell deployments are not expected at very high frequencies
due to harsh propagation conditions (coverage limitation). At very high frequencies, the deploy-
ments are expected in the form of small cells where mobility is not a major concern. However,
the V2V services may be enabled at very high frequencies, making robustness to the channel time
selectivity a very important performance indicator at very high frequencies. Traditionally, the back-
haul link is fixed and mobility is not a concern, however, for the envisioned mobile backhaul (e.g.,
access nodes on vehicles), robustness to channel time selectivity will become relevant. OFDM can
be made robust to channel time selectivity by a proper choice of the subcarrier spacing.

• Robustness to channel frequency selectivity Channel frequency selectivity is always relevant to the
transmission of large bandwidth signals over wireless multipath channels. Channel frequency selec-
tivity depends on various factors such as the type of deployment, the beam-forming technique, and
the signal bandwidth. OFDM is robust to frequency-selective channels and requires only single-tap
frequency-domain equalization.

• Robustness against phase noise Typically, phase-noise increases with an increase in the oscillator
frequency (see Section 4.2). An OFDM system can be made robust to phase-noise by a proper
choice of its subcarrier spacing (see Section 6.3.1). Phase-noise robustness is crucial for all link
types where a UE (transmitter/receiver) is involved. In particular, low phase-noise oscillators may be
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too expensive and power consuming for devices (UEs). Phase-noise robustness is also important for
future low cost base stations. Basically, any link that involves a device and/or a low cost base station
puts a high requirement on phase-noise robustness of the waveform, especially if the communication
takes place at high carrier frequencies.

• Transceiver baseband complexity The baseband complexity of an OFDM receiver is lowest among
all 5G candidate waveforms as discussed in Chapter 5 (see Section 5.5.4 for a complexity compar-
ison). The baseband complexity is always very important at the device (UE) side, especially from
the receiver perspective. For NR, the baseband complexity is also a major consideration for the base
stations, since an NR base station can be a small sized access node (especially at high frequencies)
with a limited processing capability. At very high frequencies and large bandwidths, the receiver
also has to cope with severe RF impairments.

• Time localization OFDM is very well localized in the time domain, which is important to efficiently
enable (dynamic) TDD and support latency critical applications such as URLLC (see Section 2.7).
Dynamic TDD is envisioned at high frequencies and provision of low latency is essential for all link
types; especially backhaul and V2V links may impose very high requirements.

• Frequency localization OFDM is less localized in the frequency domain (see Section 5.5.1). Fre-
quency localization can be relevant to support the coexistence of different services potentially
enabled by mixing different waveform numerologies in the frequency domain on the same car-
rier (see Section 6.3.3). Frequency localization is also relevant if asynchronous access is allowed
in uplink and sidelink. In general, frequency localization of a waveform may not be crucial at high
frequencies where large channel bandwidths are available.

• Robustness to synchronization errors The provision of the cyclic prefix in OFDM makes it robust
to timing synchronization errors (see Section 6.5.1). Robustness to the synchronization errors is
relevant in scenarios where the synchronization is hard to achieve such as in the sidelink. It can also
be important if asynchronous transmissions are allowed in the uplink.3

• Flexibility and scalability OFDM is a flexible waveform which can support diverse services in
a wide range of frequencies by a proper choice of the subcarrier spacing and the cyclic prefix.
(See Section 6.2 for a discussion on the OFDM numerology design that fulfills a wide range of
requirements for NR.)

A summary of the waveform design requirements for different link types is shown in Fig. 6.1. A link
requirement “High” for a waveform KPI tells that the given KPI is important for the given link type in
general. Furthermore, a high-level assessment of OFDM is given in Table 6.1. The OFDM assessment
“High” means that OFDM has good performance in general for the given KPI. We assess the D2D and
V2V cases separately due to different levels of requirements. For example, V2V communication has
higher requirements on the mobility and the system capacity, whereas there are lower requirements on
the power efficiency when compared with UE-to-UE communication. Based on the overall assessment,
it can be concluded that OFDM is an excellent choice for the NR air interface for all link types.

3We note that LTE only supports synchronous uplink transmission, which is realized via a timing advance mechanism at the
UEs.
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FIGURE 6.1

A high-level summary of the waveform design requirements for different link types: uplink, downlink, sidelink,
V2V link, and backhaul link.

Table 6.1 A high-level assessment of OFDM

Performance indicators OFDM assessment
Spectral efficiency High

MIMO compatibility High

Time localization High

Transceiver baseband complexity Low

Flexibility/Scalability High

Robust. to freq.-selective chan. High

Robust. to time-selective chan. Medium

Medium Robust. to phase noise Medium

Robust. to synch. errors Medium

PAPR High (can be improved)

Frequency localization Low (can be improved)

6.2 SCALABLE OFDM FOR NR
CP-OFDM waveform has a few design parameters: subcarrier spacing, cyclic prefix, and the number
of subcarriers. For a communication system, these parameters can be optimized based on a number of
factors including carrier frequency, user mobility, phase noise, channel delay spread, quality of service
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Table 6.2 Scalable OFDM numerology for 5G NR

OFDM subcarrier spacing 15 kHz 30 kHz 60 kHz 15 × 2n kHz (n ≥ 3)
OFDM symbol duration 66.67 µs 33.33 µs 16.67 µs 66.67/2n µs

Cyclic-prefix duration 4.69 µs 2.34 µs 1.17 µs 4.69/2n µs

OFDM symbol with CP 71.35 µs 35.68 µs 17.84 µs 71.35/2n µs

OFDM symbols per slot 14 14 14 14

Slot duration 1000 µs 500 µs 250 µs 1000/2n µs

Numerologies with n = {−2,−1} are possible but not listed in this table.

requirements, signal bandwidth, and implementation complexity. For a given carrier frequency, phase
noise and the Doppler effect set requirements on the minimum subcarrier spacing. The use of smaller
subcarrier spacings either results in a high error vector magnitude (EVM) due to phase noise or in unde-
sirable strict requirements on the local oscillator. Too narrow subcarrier spacings lead to performance
degradations in high Doppler effect scenarios. The required cyclic-prefix overhead (and thus antici-
pated delay spread) sets an upper limit for the subcarrier spacing; selecting larger subcarriers would
result in an undesirable high CP overhead (degrading spectral efficiency). The maximum FFT size of
the OFDM modulator (or the number of total subcarriers) together with subcarrier spacing determines
the channel bandwidth. Based on these relationships, the subcarrier spacing is typically chosen as small
as possible while still being robust against phase noise and Doppler effect and providing the desired
channel bandwidth. These design principles also apply to NR, as we will discuss in the sequel.

NR will operate from sub-1 GHz to 100 GHz using a wide range of deployment options (e.g., macro
cells, micro cells, pico cells). Furthermore, NR will cover a very wide application range, including
mobile broadband and several types of machine type communications. A single OFDM numerology
cannot fulfill the desired frequency range and all envisioned deployment options and applications;
therefore, the 3GPP has adopted a family of OFDM numerologies for NR. In the 3GPP context, OFDM
numerology refers to the choice of OFDM subcarrier spacing, cyclic-prefix duration, and the number
of OFDM symbols per transmission slot.4 In particular, it has been agreed that the subcarrier spacing
of OFDM can be chosen according to 15 × 2n kHz, where n is an integer-valued parameter and the
cyclic-prefix overhead is 7% as in LTE. The details related to NR OFDM numerologies (as agreed in
the 3GPP) such as CP duration, symbol duration, and slot size, are given in Table 6.2. (We note that in
3GPP NR Release 15, the numerology is specified for up to 52.6 GHz carrier frequency with 120 kHz
as the maximum subcarrier spacing as given in Table 2.1.5) The 15 kHz numerology is exactly the
same as in LTE, with a minor exception that in LTE a slot contains seven OFDM symbols whereas a
slot in NR has 14 OFDM symbols. For all numerologies, the cyclic prefix of the first OFDM symbol
in every 0.5 ms interval is 16 Ts (Ts = 32.6 ns is the chip duration corresponding to an LTE sampling
rate of 30.72 MHz) longer than the cyclic prefix of the remaining OFDM symbols in the interval. This
implies that a slot length can slightly vary, depending on where it starts.

4See Section 2.3 for definition of the slot in NR.
5In 3GPP NR Release 15, the OFDM numerology is not specified for the frequency range 6 GHz to 24 GHz, since no spectrum
has been identified for NR in this range. When the spectrum becomes available in the future, the numerology can be specified.
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FIGURE 6.2

The NR numerology ensures symbol-wise and slot-wise time alignment. The time alignment is important for
efficiently enabling TDD networks.

Fig. 6.2 illustrates OFDM symbols and slots for different numerologies (15 kHz, 30 kHz, 60 kHz,
and 120 kHz), where symbols with darker colors represent OFDM symbols with longer CPs (every
0.5 ms). We observe that an integer number of slots of one numerology (with wider subcarrier spac-
ing) fits into a slot of another numerology (with narrower subcarrier spacing). This time alignment of
the slots is important for TDD networks to allow for time-aligned uplink and downlink transmission
periods, which is discussed further in Section 6.2.2.

The 3GPP has introduced the concept of mini-slots in NR to support transmissions shorter than
regular slot duration (see Section 2.3). A mini-slot can start at any OFDM symbol in a regular slot.
Mini-slots can be useful in various scenarios—three important utilizations are shown in Fig. 6.3:
i) low-latency transmissions, where the regular slot duration is too long and/or a transmission need
to start immediately without waiting for the start of a slot boundary, ii) transmissions in an unlicensed
spectrum, where it is beneficial to start transmission immediately after LBT, and iii) transmission in
the millimeter-wave band, where the large channel bandwidths imply that the payload supported by
one or two OFDM symbols can be sufficient for many of the packets. Furthermore, in the millimeter
wave band the multiplexing of different users should primarily be done in the time domain to support
analog/hybrid beam-forming, calling for a transmission duration shorted than a slot.

In principle, a mini-slot for a numerology can be as short as one OFDM symbol.6 Some desirable
characteristics of the mini-slot are: a mini-slot should be aligned with OFDM symbol boundaries in the
regular slot; a mini-slot should end at the slot boundaries at latest; it should be possible to aggregate a
mini-slot with a subsequent slot; and it may either contain control information at its beginning or at its
end.

6In 3GPP NR Release 15, the downlink mini-slots are restricted to 2, 4, and 7 OFDM symbols.
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FIGURE 6.3

Mini-slots are useful in various situations, e.g., to achieve low latency, to efficiently transmit in an unlicensed spec-
trum based on listen-before-talk, and to schedule users at shorter time scales in the millimeter-wave band where
large channel bandwidths are available.

6.2.1 WHY 15 KHZ AS BASELINE NUMEROLOGY?
The LTE OFDM numerology is 15 kHz subcarrier spacing with 7% cyclic-prefix overhead (4.69 µs).
The numerology for LTE was specified after a thorough investigation in the 3GPP. For NR, it was
straightforward for the 3GPP to aim for a similar OFDM numerology at LTE-like frequencies and
deployments. Different subcarrier spacing options close to 15 kHz were therefore considered by the
3GPP as a baseline numerology for NR. The conclusion is to keep the LTE numerology as the baseline
numerology for NR. There are two important reasons for keeping the LTE numerology as the base
numerology:

• Narrow Band-IoT (NB-IoT) is a new radio access technology (already deployed since 2017) to
support massive machine-type communications. NB-IoT uses the LTE numerology and provides
different deployments, among others, an in-band deployment within an LTE carrier that is enabled
by the selected LTE numerology. NB-IoT devices are designed to operate for 10 years or more on
a single battery charge. Once such an NB-IoT device is deployed it is likely that within the device
life time the embedding carrier (assuming in-band LTE deployment) gets refarmed to NR. The main
reason for selecting the LTE-based numerology for NB-IoT was the option of the in-band deploy-
ment; in-band NB-IoT deployments after refarming LTE to NR would benefit from the LTE-based
numerology.

• NR deployments can happen in the same band as LTE. With an adjacent LTE TDD carrier, NR
must adopt the same uplink/downlink switching pattern as the LTE TDD does. Every numerology
where (an integer multiple of) a subframe is 1 ms can be aligned with regular subframes in LTE. In
LTE, the duplex switching happens in special subframes. To match the transmission direction in the
special subframes, the same numerology as in LTE is needed.



166 CHAPTER 6 WAVEFORMS

The above arguments together with LTE numerology proven in the field were strong enough to set the
baseline OFDM numerology for NR to the LTE numerology (to be used in LTE-like frequencies and
deployments). This implies the same subcarrier spacing (15 kHz), the same OFDM symbol duration
(66.67 µs), and the same cyclic prefix (4.69 µs).

6.2.2 WHY 15 × 2n KHZ SCALING?
As discussed earlier, a set of OFDM numerologies had to be defined for NR to handle a wide range
of frequencies and deployment options. These OFDM numerologies could either be unrelated to each
other, i.e., the OFDM numerology for a given frequency and deployment is only based on this fre-
quency and deployment, not considering numerologies for other frequencies and deployments at all.
Another option was to define a family of OFDM numerologies which are related to each other via
scaling, i.e.,

�fi = ni�fi−1, Tcp,(i) = Tcp,(i−1)

ni

, (6.1)

where �fi and Tcp,(i) denote the subcarrier spacing and the cyclic-prefix duration of the ith numerology
and ni ∈ N is a scaling factor. The duration of the OFDM symbol is the inverse of the subcarrier
spacing. With this scaling approach, the sampling clock rates of different OFDM numerologies relate to
each other via the scaling factors {ni}, which simplifies the implementation. The 3GPP has adopted this
scaling approach, i.e., the NR OFDM numerologies are derived from a baseline OFDM numerology
(which is same as LTE numerology) via the scaling. In principle, the scaling factors {ni} could be
selected independently of each other, however, it is desirable that the scaling factors follow a certain
relationship to allow an efficient TDD based operation, which we discuss next.

For NR, the number of OFDM symbols per slot is equal for all numerologies, at-least up to the
120 kHz subcarrier spacing specified in 3GPP NR Release 15. Maintaining an equal number of OFDM
symbols per slot for different numerologies simplifies scheduling and reference signal design. With
the number of OFDM symbols per slot equal for all numerologies, the slot duration shrinks with the
increase in the subcarrier spacing. This enables shorter latencies for wider subcarrier numerologies
(to be used in high frequency small cell deployments where some of the low-latency applications
are envisioned). Considering the equal numbers of OFDM symbols per slot for all numerologies, the
following relationship holds for the respective slot durations between different numerologies:

Tslot,(i) = Tslot,(i−1)

ni

= Tslot,(i−2)

nini−1
= · · · = Tslot,(1)∏i

k=1 nk

,

where Tslot,(i) denotes the slot duration of the ith numerology. For adjacent TDD networks that are
using different OFDM numerologies, it is desirable that an integer number of slots from one OFDM
numerology fits into a slot of the other OFDM numerology to enable time-aligned downlink and uplink
transmission periods. If the slot durations of different numerologies do not fulfill the above condition,
then two neighboring TDD networks would require a guard time in the frame structure to enable
synchronous operation, which will not be an efficient resource utilization. Therefore, the scaling factors
are chosen such that a subcarrier spacing is integer divisible by all smaller subcarrier spacings, i.e.,

�fi = 2L(i)�f1, ∀i ∈ {1,2, ...,M}, (6.2)
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where L(i) ∈ Z, M is the number of OFDM numerologies, and �f1 is subcarrier spacing of the base
numerology. With this in mind, the 3GPP has specified the scaling factor as ni = 2L in (6.1), where L

is an integer.

6.3 OFDM NUMEROLOGY IMPLEMENTATION
The NR waveform is scalable—the subcarrier spacing of OFDM can be chosen according to 15 ×
2n kHz, where the integer-valued n is a design parameter and can be optimized for different scenar-
ios. The 3GPP has agreed that NR should allow subcarrier spacing ranging from at least 3.75 kHz
(n = −2) to 480 kHz (n = 5). A lower subcarrier spacing than 15 kHz (and a correspondingly longer
cyclic prefix) is beneficial to support multicast-broadcast single-frequency network (MBSFN) trans-
mission. For example, n = −2 results in a subcarrier spacing of 3.75 kHz, which is in the same range
as the subcarrier spacings used in various digital broadcast standards, such as DVB, as well as being
in line with some modes of NB-IoT. Hence, n = −2 is an option in the set of scaling factors to be con-
sidered. Choosing the value of n is not straightforward. It depends on various factors including type
of deployments, service requirements, hardware impairments, mobility, performance, and implemen-
tation complexity. In the following, we provide a comprehensive discussion on these factors involved
in selecting n for the NR waveform.

6.3.1 PHASE NOISE
Typically, phase noise increases with frequency of the local oscillator. It can be a major hardware im-
pairment for NR deployments in high carrier frequencies, for example in the millimeter-wave band.
Multicarrier waveforms are in general sensitive to phase noise. In an OFDM system, phase noise pro-
duces two types of degradations: a common phase error (CPE) and an intercarrier interference (ICI).
We will discuss these in the following.

Consider a received baseband signal subject to phase noise r[n] = x[n]ejφ[n], where φ[n] is a
random process. Typically, in Phase-Locked-Loop (PLL)-based oscillators, φ[n] is a Wide-Sense Sta-
tionary (WSS) random process and |φ[n]| � 1 [11], which leads to the following approximation:

r[n] = x[n]ejφ[n]≈x[n] (1 + jφ [n]) . (6.3)

Under this approximation, the demodulation of subcarrier l ∈ {1,2, . . . ,N} in an OFDM system with
total N subcarriers is given by

Rl = 1

N

N−1∑
n=0

r[n]e−j2π l
N

n

(a)= 1

N

N−1∑
n=0

N−1∑
i=0

Xie
j2π i

N
ne−j2π l

N
n(1 + jφ[n])

= Xl + j
Xl

N

N−1∑
n=0

φ[n] + j

N−1∑
n=0

N−1∑
i=0,i �=l

Xie
j2π i−l

N
nφ[n]
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(b)= Xl (1 + ϕ) + NICI
l , (6.4)

where (a) follows from x[n] = ∑N−1
i=0 Xiej2π i

N
n and (6.3) and (b) follows by defining ϕ :=

j
∑N−1

n=0 φ[n] and NICI
l := jXl

∑N−1
n=0

∑N
i=1,i �=l Xiej2π i−l

N
nφ[n]. According to (6.4), the transmitted

symbol Xl is multiplied by the term (1 + ϕ). This is known as the common phase error (CPE) as it
causes identical phase rotations in all subcarriers. The additive noise term NICI

l refers to the intercar-
rier interference, which is different for different subcarriers.

The CPE is an identical phase rotation in all subcarriers within an OFDM symbol, therefore it can
easily be compensated for using pilot subcarriers (reference signals). (See Section 2.5 for an intro-
duction to different reference signals specified for NR.) For a fast varying channel, the CPE can be
compensated as part of a channel estimation process. However, for a slowly varying channel, the CPE
needs to be tracked and compensated for more frequently. The 3GPP has introduced the PT-RS in NR
mainly for the CPE compensation. In addition, the DM-RS whenever present, can also be used for the
CPE compensation. Both the DM-RS and the PT-RS are discussed in Section 2.5.

The ICI is an additive noise (not always Gaussian) and often hard to compensate for, depending
on how fast the phase noise variations are. Although the PT-RS can also be utilized for the ICI com-
pensation, it typically requires denser pilot allocation which can degrade the system throughput.7 An
alternative is to chose the waveform numerology (the subcarrier spacing) such that there is sufficient
robustness to the ICI. For a typical oscillator, the impact of the ICI decreases as the subcarrier spacing
of the signal increases, as discussed in Section 5.5.5. Therefore, an OFDM system can be made robust
against the ICI by choosing a larger subcarrier spacing.8 A too low choice of the subcarrier spacing ei-
ther puts strict requirements on the local oscillator or phase noise puts an upper limit on the achievable
performance under the ICI. In Section 5.5.5, we have quantified the signal-to-interference ratio (SIR)
due to the ICI in an OFDM system (cf. (5.24)). Assuming a perfect CPE compensation, the achievable
signal-to-interference ratio (SIR) over the demodulated subcarrier l in an OFDM symbol (subject to
phase noise) is given by

SIRl = 1(∫ +0.5
−0.5 Sφ(ν) Wl(ν) dν

) , (6.5)

where

Wl(ν) :=
∑

i∈IICI

1

N2

∣∣∣∣∣
sin
(
π
(
ν − i−l

N

)
N
)

sin
(
π
(
ν − i−l

N

))
∣∣∣∣∣
2

. (6.6)

In Fig. 6.4 we show the achievable SIRs for different subcarrier spacings based on a PLL based
phase-noise model presented in Section 4.2.3. This phase-noise model was developed in mmMAGIC

7The density of the PT-RS is configurable in both time and frequency domains.
8It is noteworthy that the value of the CPE is constant only within one OFDM symbol. The value of CPE varies from one
OFDM symbol to another OFDM symbol and its variance can increase with the subcarrier spacing (in contrast to the ICI).
Therefore, an OFDM system becomes more robust against phase noise by employing the larger subcarrier spacings only if the
CPE compensation is in place, which is the case for NR.
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FIGURE 6.4

Achievable Signal-to-Interference Ratio (SIR) in a 100 MHz OFDM system subject to phase-noise for different
subcarrier spacings. The CPE is assumed to be perfectly compensated for. (The phase-noise model is developed
within mmMAGIC project.)
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FIGURE 6.5

The NR numerology for wide range of frequencies and deployment types.

project9 [7]. The phase-noise power spectral densities and the corresponding achievable SIRs are
shown for three oscillator frequencies (6 GHz, 28 GHz, and 82 GHz). Towards the bottom of Fig. 6.4,
we further specify which subcarrier spacings achieve the SIR values above 25 dB for carrier frequen-
cies up to 100 GHz (assuming the mmMAGIC phase-noise model).

6.3.2 CELL SIZE, SERVICE LATENCY, AND MOBILITY
In an OFDM system, the cyclic prefix is chosen larger than the channel delay spread to avoid inter-
symbol interference and complex equalization. This means that for a given cyclic-prefix overhead,
the channel delay spread sets a lower limit on the subcarrier spacing. Typically, the delay spread re-
duces with cell size and so does the required cyclic-prefix duration, meaning that wider subcarrier
spacings (having shorter cyclic prefix) are more suitable for deployments with smaller cell size. This
goes hand-in-hand with the fact that smaller cell sizes are envisioned at higher carrier frequencies
due to harsh propagation characteristics and wider subcarrier spacing that make the system robust to
phase noise (which increases with oscillator frequency). Numerologies with wider subcarrier spacings
are also suitable for supporting low-latency services, since the transmission slot duration (as defined
in Table 6.2) is inversely proportional to the subcarrier spacing. This implies that low latencies can
be achieved in small cells using a numerology with wider subcarrier spacing. Fig. 6.5 and Fig. 6.6
illustrate the relationships between cell size, carrier frequency, and achievable latency for NR.

9mmMAGIC was an EU project (funded by the H2020 program) that developed radio interface concepts and solutions for above
6 GHz mobile radio communications. https://5g-mmmagic.eu/.

https://5g-mmmagic.eu/
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FIGURE 6.6

The relationship of achievable latency, carrier frequency, and deployment type for NR.

FIGURE 6.7

TDL-A channel model with 300 ns RMS delay spread.

Low latency can also be achieved in larger cells using wider subcarrier spacing, however, this can
cost loss in performance either in terms of reliability or throughput. To understand this, we evaluate
achievable throughput for three numerologies (15 kHz, 30 kHz, and 60 kHz) assuming the 7% CP
overhead (as specified in 3GPP) subject to the Tapped Delay Line-A (TDL-A) channel model [14]
with two different delay spread values (300 ns and 1000 ns). The results are shown in Fig. 6.7 and
Fig. 6.8, respectively. In these simulations, we have assumed 1 ms TTI (i.e., 14 OFDM symbols for
15 kHz numerology, 28 OFDM symbols for 30 kHz numerology, and 56 OFDM symbols for 60 kHz
numerology). Furthermore, we have considered link adaptation, with 64 QAM as the highest modu-
lation order. In Fig. 6.7, we observe that all numerologies perform similarly, meaning that one can
reduce the CP duration to four times smaller than what we have in LTE or one can also enable wider
subcarriers to support latency critical services. Fig. 6.8 shows that the 60 kHz numerology should not
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FIGURE 6.8

TDL-A channel model with 1000 ns RMS delay spread.

be used in delay spread intensive environments. One can use 60 kHz subcarrier spacing in the delay
spread intensive environments with an extended cyclic prefix to support very low latency machine-
type communications. However, extending the CP duration means higher overhead, and hence reduced
throughput. The 3GPP has included an option of extended CP with 25% overhead for 60 kHz subcar-
rier spacing in NR Release 15. It is, however, important to note that the mini-slot based transmission is
an alternative method to achieve very low latency without increasing the CP overhead (as discussed in
Section 6.2).

In an OFDM system, the relative mobility between a user and an access node causes intercarrier
interference (channel time variations or the Doppler effect leads to loss of subcarrier orthogonality).
On the one hand, the Doppler effect increases with increasing carrier frequency for a given mobile
scenario. On the other hand, the cell size is expected to reduce at higher carrier frequencies for 5G
deployments, which implies UEs with low mobility (speeds) relative to the base station (access node).
If small cells are realized at high carrier frequencies, mobility may not be a limiting factor in choosing
numerology. However, for high-speed scenarios (e.g., V2V) in the millimeter-wave band, the Doppler
effect can set a lower limit on the choice of the subcarrier spacings.

6.3.3 MULTIPLEXING SERVICES
Multiple services with different requirements (eMBB, mMTC, URLLC) can be efficiently supported
on the same carrier by either using mini-slots or by multiplexing different OFDM numerologies in
the frequency domain. For example, the mini-slot can be used to support a URLLC service within
the regular slot that supports an eMBB service. Alternatively, a wideband subcarrier numerology and
a narrowband subcarrier numerology can be multiplexed to support URLLC and MBB services, re-
spectively. Fig. 6.9 illustrates these two options. Mini-slot is the preferred option due to the following
drawbacks of the mixed numerology.

In an OFDM system with two (or more) different numerologies (subcarrier bandwidth and/or
cyclic-prefix length) multiplexed in the frequency domain, only subcarriers within a numerology are
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FIGURE 6.9

The mini-slot and the mixed numerology are two alternative tools for multiplexing services with different require-
ments on the same carrier.

mutually orthogonal. The subcarriers from one numerology interfere with the subcarriers of the other
numerology, since energy leaks outside the subcarrier bandwidth and is picked up by subcarrier filters
of the other numerology, as illustrated in Fig. 6.10. To reduce the internumerology interference, the
transmit spectrum of each numerology must be better confined and a guard band is typically required.
Moreover, an extended CP may be required with wider subcarrier spacings, depending on the channel
delay spread.

6.3.4 SPECTRAL CONFINEMENT
Spectral confinement is important to reduce out-of-band (OOB) emissions. The 3GPP specifies the
OOB emission requirements10 for both base stations and devices. The better the spectrum roll-off
of the signal, the easier it is to fulfill these requirements. The spectrum of the OFDM signal decays
rather slowly (see Chapter 5) and the specified OOB emission requirements cannot be fulfilled without
inserting guardband11 and performing additional filtering/windowing operations. The spectrum roll-off
of the OFDM signal becomes steeper as its subcarrier spacing reduces. As an example, PSDs of two

10The OOB emission requirements are specified in terms of spectrum emission mask and adjacent channel leakage ratio.
11LTE occupies 90% of the channel bandwidth. In 3GPP Release 15, the spectrum utilization for NR is above 94%.
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FIGURE 6.10

An illustration of the internumerology interference.

FIGURE 6.11

Comparison of OOB emissions of OFDM signals with 15 kHz and 480 kHz subcarrier spacing.

equal bandwidth OFDM signals with subcarrier spacing of 15 kHz and 480 kHz are shown in Fig. 6.11.
This speaks in favor of avoiding too large subcarrier spacings in NR.

Spectral confinement is also important for reducing the internumerology interference. This can be
understood with the help of Fig. 6.12 that shows two subbands with different numerologies multiplexed
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FIGURE 6.12

Both the transmitter and the receiver filtering functionality must be improved to reduce the internumerology inter-
ference efficiently.

in the frequency domain. The aggressor numerology (dash-dotted lines) must apply a spectrum emis-
sion confinement technique to reduce the energy transmitted in the passband of the victim numerology
(blue12 dash-dotted line). However, the emission control alone is not sufficient, since a victim receiver
without steeper roll-off (solid red13 curve) picks up high interference from the passband of the aggres-
sor numerology. Only if the victim receiver (solid blue curve) and the aggressor transmitter (dashed
blue curve) have improved filter functions, the internumerology interference is efficiently reduced.

Windowing and filtering are well-known techniques to confine spectrum of the OFDM signal [1,12].
Windowing has lower implementation complexity than filtering. A low complexity windowing opera-
tion can significantly improve spectrum confinement at the expense of consuming a small portion of
the CP [20]. In Fig. 6.13, we compare throughput performance of OFDM without mixed numerology
and W-OFDM14 in a mixed numerology scenario where a 15 kHz numerology is multiplexed with a
60 kHz numerology. We assume that the 15 kHz numerology has 6 PRBs15 and the 60 kHz numerology
has 21 PRBs. Fig. 6.13 shows the throughput achieved by the 15 KHz numerology (i.e., considering the
60 kHz numerology as the aggressor and the 15 kHz numerology as the victim). We have used the TDL-
A channel model with 1000 ns RMS delay spread (which is larger than what is typically experienced in
most scenarios) and up to 64-QAM modulation for link adaptation. The two numerology subbands are
separated by a guard band of 120 kHz (i.e., eight 15 kHz subcarriers). This result demonstrates that the
throughput performance of W-OFDM with interference from the aggressor is close to CP-OFDM with-
out any interference from the aggressor, even under extreme conditions with very large channel delay

12Dark gray in print version.
13Light gray in print version.
14W-OFDM is introduced in Section 5.1.2.2.
15A physical resource block contains 12 subcarriers in NR, like LTE.
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FIGURE 6.13

Comparison of W-OFDM with interference from the aggressor numerology and OFDM without interference from
the aggressor numerology on TDL-A channel with 1000 ns RMS delay spread. The victim numerology is narrow-
band (15 kHz subcarrier spacing with 6 PRBs), the aggressor numerology is wideband (60 kHz subcarrier with
21 PRBs), and the guard band is 120 kHz.

spread, narrowband victim numerology, and wideband aggressor numerology. Hence, windowing on
top of CP-OFDM is a low complexity viable technique to multiplex multiple numerologies in NR.

6.3.5 GUARD BAND CONSIDERATIONS
Guard tones can be inserted between numerologies to reduce internumerology interference and/or relax
the degree of required spectrum confinement. Adding guard tones slightly increases the overhead. In
a 20 MHz system with 1200 subcarriers, one guard tone corresponds to less than 0.1% overhead.
It may not be worth the effort to reduce the guard band to an absolute minimum, since it increases
the requirements on the spectrum confinement technique (both at transmitter and receiver) and also
complicates other system design aspects, as discussed in the following.

Consider Fig. 6.14, where one narrowband subcarrier is inserted as a guard tone between numerol-
ogy 1 (15 kHz subcarrier spacing) and numerology 2 (60 kHz subcarrier spacing). A physical resource
block in NR contains 12 subcarriers for all numerologies. If the scheduling is done as indicated for
numerology 2, then the subcarriers of numerology 2 are not on the 60 kHz resource grid (the first
subcarrier of the blue (light gray in print version) resource block is on narrow subcarrier 41, which
corresponds to the wide subcarrier 10.25, i.e., there is a fractional subcarrier shift).

To avoid such fractional subcarrier shift, subcarrier frequencies in each numerology should coincide
with the natural grid of the numerology n × �f , with �f the subcarrier spacing of the numerology.
However, even with this requirement the wide resource blocks (numerology 2) are still not on their
natural grid if compared to cell 2; see Fig. 6.15. Such a misaligned resource grid implies that all users
of numerology 2 would have to be dynamically informed as regards this offset (since this offset de-
pends on the scheduling decision). In another cell, a different offset may be present or another cell
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FIGURE 6.14

One narrowband subcarrier (SC) is inserted as a guard between numerology 1 (15 kHz) and numerology 2 (60 kHz).
The first subcarrier of numerology 2 is located at 41 × 15 kHz, which corresponds to subcarrier 10.25 in a 60 kHz
subcarrier grid.

FIGURE 6.15

Four narrowband subcarriers are inserted as a guard between numerology 1 (15 kHz) and numerology 2 (60 kHz).
The subcarriers of numerology 2 are located on its natural resource grid. However, numerology 2 resource blocks
are still misaligned across cells.
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FIGURE 6.16

Eight narrowband subcarriers are inserted as guard between numerology 1 (15 kHz) and numerology 2 (60 kHz).
The subcarriers of numerology 2 are located at its natural resource grid and numerology 2 resource blocks are
aligned across cells.

may only operate with numerology 2 (as shown in Fig. 6.15). The resource blocks in different cells
would not be aligned making intercell interference coordination (ICIC),16 creation of orthogonal ref-
erence signals across cells, and interference prediction across cells more difficult. Alternatively, the
first red (dark gray in print version) resource block in cell 1 in Fig. 6.15 could be a fractional resource
block (corresponding to the bandwidth marked by misalignment). Special definitions of the reference
signals and rate matching would be required for all possible fractional resource blocks. For the frac-
tional resource block in cell 1 and the overlapping resource block in cell 2, the same disadvantages
exist.

The cleanest solution is to limit the location of the resource blocks to their natural resource grids.
For example, as shown in Fig. 6.16, numerology 1 (15 kHz) resource blocks always start at a frequency
of n×12×15 kHz and numerology 2 (60 kHz) resource blocks start at a frequency of n×12×60 kHz.
This simplifies the ICIC, makes the interference predication across cells easier, and enables orthogonal
reference signals of the same numerology across cells. For the (15 kHz, 60 kHz) numerology combi-
nation, the resulting guard band is eight narrowband (15 kHz) subcarriers. In a 20 MHz system with
around 1200 narrowband subcarriers, the spectral loss due to this guardband is less than 1%.

16The ICIC refers to the coordination between neighboring base stations to avoid severe interference situations. The overall
system efficiency and user experience can be significantly improved with the ICIC, especially in heterogeneous network deploy-
ments with overlapping layers of base stations with large differences in the downlink transmission power.
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6.3.6 IMPLEMENTATION ASPECTS
OFDM is implemented in baseband via the fast Fourier transform (FFT) operation (see Fig. 5.7). The
FFT/IFFT size should be selected considering the subcarrier spacing, the channel bandwidth, and
the affordable computational complexity. The asymptotic complexity of an N -point FFT operation
is O(N logN). For a given subcarrier spacing, the FFT size determines the maximum channel band-
width (without carrier aggregation). The maximum channel bandwidth in LTE is 20 MHz, with 2048
FFT size, 30.72 MHz sampling rate, and 1200 is the number of active carriers (100 PRBs). In 3GPP
NR Release 15, the maximum number of active subcarriers is 3300 and the largest currently defined
channel bandwidth occupies 3276 subcarriers. This can be implemented using an FFT size of 4096.
Note that a smaller FFT size may be used if the number of active subcarriers is less.

6.4 IMPROVING POWER EFFICIENCY OF NR WAVEFORM
A major drawback of OFDM waveform is its high PAPR. A high PAPR in the OFDM system causes
the power amplifier to operate in a nonlinear region, which contributes to a spectral growth in the
form of intermodulation between subcarriers and out-of-band emissions, as described in Section 4.1.
Therefore, to keep the nonlinear effects within certain limits, the power back-off is commonly used in
the power amplifier, which reduces the coverage. Another possibility is to increase the linear region of
the power amplifier, which in turn results in larger amplifiers and hence, higher power consumption.
A very common solution is to deploy DPD algorithms to cancel out the nonlinear distortion from the
amplifier. This, however, is a high complexity solution, in particular for large antenna arrays.

The power efficiency of the waveform can be very important in the uplink and the sidelink, for cov-
erage limited UEs. A high PAPR (with a high power back-off requirement) mainly affects the highest
output transmission power level for the UE. Hence, a low PAPR is more relevant to the coverage-
limited UEs. In LTE, the downlink uses OFDM, while the uplink and the sidelink use DFTS-OFDM
due to its lower PAPR than OFDM. (See Section 5.2 for an introduction to DFTS-OFDM.) For NR, the
3GPP has specified DFTS-OFDM as an optional17 waveform for the uplink, however, without spatial
multiplexing (MIMO). A MIMO DFTS-OFDM transceiver has a significantly higher implementation
complexity than OFDM and worse performance than OFDM. Furthermore, in the coverage limited sce-
narios spatial multiplexing is often not useful. Typically, UEs at the cell edge use only a small number
of resource blocks (i.e., narrow bandwidth allocation) for transmission with low spectral efficiencies
(low code rate and low order modulation formats, e.g., QPSK). Due to these reasons, NR supports
DFTS-OFDM only for a single stream transmission in the uplink.

When a UE is in good cell coverage and has a wide bandwidth allocation, a high PAPR is often not
critical. In this scenario, OFDM is the natural choice. Using OFDM instead of DFTS-OFDM in the
uplink (and also in the sidelink) has several advantages:

• MIMO transmission is one of the key features of NR and it is expected that even uplink MIMO
will be widely adopted for the enhanced mobile broadband usage (see Chapter 7). With MIMO

17In 3GPP NR Release 15, DFTS-OFDM is optional in the uplink and it is up to the base station to select which waveform
(OFDM or DFTS-OFDM) should be used in the uplink. This implies that an NR capable UE need to implement both waveforms
and a gNB (or base station) can choose to implement only OFDM.
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transmission, OFDM is known to provide a significant superior link performance compared to
DFTS-OFDM [8].

• DFTS-OFDM requires an additional DFT precoder in the transmitter and an extra IDFT decoder
and equalizer in the receiver which increases the baseband complexity, significantly with the MIMO
transmissions.

• OFDM is more flexible than DFTS-OFDM in terms of scheduling users’ data, control signals, and
reference signals, resulting in an enhanced system capacity.

• Having the same transmission scheme in both uplink and downlink makes the whole system design
symmetric. A single waveform (i.e., OFDM) for all link types (uplink, downlink, sidelink, backhaul
link) simplifies the design by avoiding the need for separate baseband implementations for different
waveforms.

Although using OFDM in the uplink comes with major advantages, yet it suffers from the
problem of the high PAPR which should be addressed if it is to be employed in all scenar-
ios. There exist several PAPR reduction techniques for OFDM with their pros and cons [10].
While choosing an appropriate PAPR reduction technique, several factors need attention. For ex-
ample, the PAPR reduction capability, implementation complexity, transparency between the trans-
mitter and the receiver sides, and link performance degradation. Some of the techniques require
implementation of multiple FFTs and/or transmission of side information to the receiver, which
may be either undesirable or not possible.18 In the following, we provide a brief overview of
some well-known PAPR reduction schemes based on [10]. Broadly speaking, one can divide the
PAPR reduction methods into two groups: i) techniques with distortion, and ii) distortion-less tech-
niques.

6.4.1 TECHNIQUES WITH DISTORTION
The following schemes distort the OFDM signal while reducing its PAPR:

• Clipping The most simple and widely used technique is to limit the signal envelope to a predefined
threshold by means of an amplitude clipper. The amplitude clipping function is given by

f (x[n]) =
{

x[n], |x[n]| ≤ Amax,

Amax exp(jφ(x[n])), |x[n]| > Amax,

}
(6.7)

where Amax is the amplitude threshold and φ(x[n]) is the phase of x[n]. Clipping is a nonlinear
transformation of the signal. It causes both in-band and out-of-band distortions. The out-of-band
distortion can be reduced by performing filtering after clipping. However, the filtering operation may
increase the signal amplitude above the clipping threshold. To address this issue, repeated clipping
and filtering operations may be employed at the cost of increased implementation complexity. The
in-band distortion cannot be improved by filtering and therefore degrades the BER performance and
the spectral efficiency.

• Companding Companding refers to a nonlinear transformation of a signal in which lower signal
amplitude levels are increased and peak signal amplitudes remain unchanged. The average signal

18In 3GPP NR Release 15, any operation performed on CP-OFDM at the transmitter side has to be receiver agnostic.
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FIGURE 6.17

An illustration of Tone Injection (TI) and Tone Reservation (TR) methods.

power increases after the companding operation, which reduces PAPR. Several companding trans-
formations exist in the literature, for example, exponential companding and polynomial companding
are widely used. Companding is an invertible transformation since the companding function is a
monotonically increasing function, unlike clipping. This means that a companded signal can be
recovered at the receiver by applying an inverse transformation. Both the clipping and the com-
panding methods have low implementation complexity, however, they give rise to relatively high
spectral emissions.

• Tone Injection (TI) Tone injection refers to superimposing additional subcarriers with optimized
amplitude and phases on the information bearing data subcarriers. An illustration is shown in
Fig. 6.17 for the injection of the additional tones C into the data subcarriers S to get a PAPR
reduced signal S̃ = S + C. This is equivalent to expanding the constellation size of the signal,
i.e., each point in the original constellation can be mapped in different points in the expanded
constellation. As each data symbol can be mapped to one of the several equivalent constella-
tion points, the transmitter can use this degree of freedom to reduce the PAPR. In this case,
the receiver needs to know how to map the redundant constellations to the original constella-
tion.

• Active Constellation Extension (ACE) ACE is similar to TI, but with the difference that in ACE
only outer constellation points are dynamically extended away from the original constellation. Con-
stellation extension gives additional degrees of freedom to reduce the PAPR by optimizing the
constellation points. By extending the outer constellation, the spacing between constellation points
also increases, which improves BER performance. A drawback of ACE is the increase in trans-
mit power. The usefulness of ACE is restricted to the modulation schemes with large constellation
size.
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FIGURE 6.18

A schematic of Selective Mapping (SLM) method.

6.4.2 DISTORTION-LESS TECHNIQUES
The following PAPR reduction schemes do not introduce distortion:

• Tone Reservation (TR) In this technique, a set of subcarriers within an OFDM symbol are reserved
solely for the PAPR reduction. These reserved subcarriers do not carry any data; they are modulated
such that the summation of all subcarriers (the data subcarrier and the reserved subcarriers) generate
a signal with a low PAPR. In Fig. 6.17, an illustration is given for the superposition of the reserved
tones C with the data subcarriers S to get a PAPR reduced signal S̃ = S + C. The procedure of
finding and optimizing the reserved tones is typically of moderate complexity. The effectiveness of
this method depends on the number of reserved tones.

• Selective Mapping (SLM) In this method, a number of data blocks carrying same information
are generated and the data block that has lowest PAPR is selected for transmission, as shown in
Fig. 6.18. Different data blocks are generated by multiplying modulated symbols with different
phase vectors before IFFT. The information as regards phase vectors has to be transmitted to the
receiver. Therefore, this scheme is not transparent to the receiver and there is a loss of spectral
efficiency due to the transmission of side information. The PAPR reduction ability of this method is
directly related to the implementation complexity; the larger the set of phase vectors and the number
of IFFTs, the higher will be the PAPR reduction capability.

• Partial Transmit Sequence (PTS) In this method, the input data block is divided into a set of
disjoint subblocks. Each subblock is padded with zeros, IFFT operation is performed on each sub-
block, which is then multiplied with a phase vector, as shown in Fig. 6.19. The subblocks are then
combined such that PAPR of the time-domain OFDM signal is minimized.

• Suitable Coding The idea is to select the codewords that reduce the PAPR of the transmitted signal.
Peak power is achieved in the OFDM signal when N subcarriers with same phase values are super-
imposed. The peak power is N times the average power. However, not all codewords result in a high
PAPR. The codewords can be selected such that likelihood of occurrence of the same phase for N

subcarriers can be minimized. Various coding methods have been shown effective for reducing the
PAPR. A drawback of the coding-based PAPR reduction methods is the potential loss in the coding
rate (i.e., lower spectral efficiency).
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FIGURE 6.19

A schematic of Partial Transmit Sequence (PTS) method.

FIGURE 6.20

CCDF of PAPR (Psymb/Pavg).

Next, we look at the effectiveness of two low complexity PAPR reduction techniques—the clipping
and the companding methods. We assume the following OFDM parameters: 2048 FFT size, 60 kHz
subcarrier spacing, and 16 QAM modulation. The exponential companding degree is set to 1 and the
clipping ratio (i.e., the ratio of the amplitude threshold to the square root of the average power of the
signal) of the amplitude clipping scheme is set to 1.7, in order to have similar level of PAPR reduction
with the two schemes. Fig. 6.20 shows the CCDF of the ratio of the instantaneous power of an OFDM
symbol (Psymb) to the average power (Pavg) of the OFDM system with and without different PAPR
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FIGURE 6.21

PSD of OFDM signals with and without different PAPR reduction schemes.

reduction schemes. For comparison, the PAPR performance of a DFTS-OFDM signal is also plotted in
the same figure. The effectiveness of the clipping and exponential companding schemes in the OFDM
system is clearly demonstrated. Fig. 6.21 shows the PSDs of the OFDM signals with and without the
PAPR reduction schemes. For comparison, the PSD of the DFTS-OFDM signal is also included in
the figure. We observe that there is some spectral regrowth when these PAPR reduction schemes are
employed (which is one of the drawbacks). Nevertheless, we conclude that the high PAPR issue of
OFDM can be addressed by implementation of a PAPR mitigation scheme which is not complex from
the implementation point of view and achieves similar performance as DFTS-OFDM.

6.5 EFFECTS OF SYNCHRONIZATION ERRORS
In general, an OFDM system is robust to timing synchronization errors due to the presence of the cyclic
prefix. However, it is sensitive to frequency synchronization errors due to its overlapping orthogonal
narrowband subcarriers that can lose orthogonality when subject to frequency errors. In this section,
we will briefly discuss the effects of timing and frequency synchronization errors in an OFDM system.

6.5.1 EFFECT OF TIMING OFFSET
Consider a discrete time OFDM signal with its mth OFDM symbol denoted as xm[n] =∑N−1

i=0 Xm,i ×
ej2π i

N
n, having N subcarriers (generated by an N point IFFT) and Ncp cyclic-prefix samples. To
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FIGURE 6.22

Effects of timing offset in an OFDM system.

demodulate this signal, an OFDM receiver must place an FFT window (perform an FFT operation)
on N consecutive samples of each OFDM symbol. The ideal FFT window starting point is the first
sample after the removal of the cyclic prefix, which leads to a perfect reconstruction of the transmit-
ted modulation symbols. This is illustrated in Fig. 6.22 as the starting point B, along with the effects
of starting an FFT window within the CP duration (the starting point A) and outside the CP dura-
tion, capturing portion of another symbol (the starting point C). For the starting point A (FFT window
within the CP duration), the demodulated QAM symbols experience phase rotation (a frequency error).
Mathematically, the demodulated subcarriers in this case are given by

X̂m,k = Xm,ke
−j2πnok

N , k = 1,2, . . . ,N, (6.8)

where no is the timing offset. According to (6.8), the kth subcarrier experiences a phase shift e
−j2πnok

N .
This phase shift (or the timing offset no) can be estimated (via pilot subcarriers) and easily compensated
for in the frequency domain (post FFT). Hence, a timing offset of 1 ≤ n0 ≤ Ncp is not problematic. In
practice, when a signal is received over a multipath channel with maximum delay spread L, a timing
offset of 1 ≤ n0 ≤ Ncp − L is tolerable.

The timing offset become problematic when an FFT window captures samples of an adjacent
OFDM symbol (i.e., the FFT window starts after the first OFDM sample in a CP removed symbol),
illustrated by the starting point C in Fig. 6.22. In this case the demodulated subcarriers suffer from
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intercarrier interference (ICI) and intersymbol interference (ISI). Mathematically, the kth demodulated
subcarrier in the mth OFDM symbol subject to ICI and ISI (from m + 1th OFDM symbol) due to the
timing offset no is given by

Rm,k =Xm,k

(
1 − no

N

)
e

j2πnok
N + 1

N

N−1−no∑
n=0

N−1∑
k̄=0;k̄ �=k

Xm,ke
j2π(n+no)k̄

N

︸ ︷︷ ︸
ICI

+ 1

N

N−1∑
n=N−no

N−1∑
k̄=0

Xm+1,ke
j2π(n−N−Ncp+no)k̄

N e
−j2πnok

N

︸ ︷︷ ︸
ISI

. (6.9)

6.5.2 EFFECT OF CARRIER FREQUENCY OFFSET
The carrier-frequency offset (CFO) refers to the mismatch between the frequency of the received signal
and the frequency of the local oscillator at the receiver. Two factors contribute to the CFO: i) the
frequency mismatch between the transmitter and the receiver oscillators; ii) the Doppler effect due to
the relative mobility of the transmitter and the receiver. In practice, the oscillators at the transmitter
and the receiver can never oscillate at identical frequencies; therefore, there always exists a CFO in the
received baseband signal. Due to the CFO, the baseband signal is shifted in the frequency domain. As
we go higher in carrier frequencies, the CFO is more pronounced due to both the oscillator frequency
mismatch and the Doppler effect.

Multicarrier waveforms are more sensitive to the CFO than single-carrier waveform, since a subcar-
rier bandwidth is typically much smaller than the overall bandwidth in multicarrier waveforms. A small
CFO can cause significant degradation in the symbol error rate performance. In an OFDM system, the
CFO produces two effects: i) a common phase error (CPE), ii) an intercarrier interference (ICI). The
CPE refers to a common phase rotation in all subcarriers and the ICI refers to an interference between
the subcarriers due to the loss of subcarrier orthogonality. Let us define the CPE and the ICI, mathe-
matically. Consider a received baseband signal subject to the CFO: r[n] = x[n]ej2π ε

N
n, where ε is a

normalized fractional CFO. The demodulation of the subcarrier l is then given by

Rl = 1

N

N−1∑
n=0

r[n]e−j2π l
N

n

(a)= 1

N

N−1∑
n=0

N−1∑
i=0

Xie
j2π i

N
ne−j2π l

N
nej2π ε

N
n

= Xl

1

N

N−1∑
n=0

ej2π ε
N

n +
N−1∑
n=0

N−1∑
i=0,i �=l

Xie
j2π i−l+ε

N
n

(b)= αXl ejπε N−1
N︸ ︷︷ ︸

CPE

+
N−1∑
n=0

N−1∑
i=0,i �=l

Xie
j2π i−l+ε

N
n

︸ ︷︷ ︸
ICIl

, (6.10)
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FIGURE 6.23

Effects of carrier-frequency offset in an OFDM system.

where α is an attenuation factor common to all subcarriers, which is given by

α = sinc (ε)

sinc (ε/N)
. (6.11)

As an example, the two effects produced by CFO in an OFDM system (CPE and ICI) are illustrated
in Fig. 6.23 for a 16-QAM constellation. CPE causes an identical phase rotation in all subcarriers within
an OFDM symbol and ICI acts as an additive noise in the demodulated subcarrier. CPE can easily be
compensated for as part of the channel equalization process. Assuming perfect CPE compensation, the
achievable signal-to-interference ratio (SIR) due to ICI in the demodulated subcarrier l in the OFDM
symbol subject to CFO is given by

SIRl = α2E
[|Xl |2

]
E
[|ICIl |2

] , (6.12)

where E[·] is the expectation operator.

6.5.3 SAMPLING FREQUENCY OFFSET
The sampling frequency offset (SFO) refers to a mismatch between the oscillator of the transmitter and
the oscillator of the receiver. In practice, the sampling clocks of the transmitter and the receiver are
offset by a few parts per million (ppms), which can cause major degradation in an OFDM system if
not properly compensated for. In the following, we briefly discuss the effect of the SFO in an OFDM
system.

Consider an OFDM transmitter with the sampling time TT and an associated OFDM receiver with
the sampling time TR (i.e., assuming that the sampling rates are not identical). Then the received

baseband OFDM signal can be expressed as
∑N−1

i=0 Xie
j2πin

TR
TT . Let us define η := TR−TT

TT
. The de-
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modulation of a subcarrier l is then given by

Rl = 1

N

N−1∑
n=0

r[n]e−j2π l
N

n

= 1

N

N−1∑
n=0

N−1∑
i=0

Xie
j2πin

TR
TT e−j2πl n

N

= Xl

N−1∑
n=0

e
−j2πln

(TR−TT )

TT N +
N−1∑
n=0

N−1∑
i=0,i �=l

Xie
j2πn

iTR−lTT
TT N

= αlXl

N−1∑
n=0

ejπlη N−1
N

︸ ︷︷ ︸
linear phase drift

+
N−1∑
n=0

N−1∑
i=0,i �=l

Xie
j2π i−l+ε

N
n

︸ ︷︷ ︸
ICI

, (6.13)

where αl is given by

αl = sinc (lη)

sinc (lη/N)
. (6.14)

From (6.13), we observe that the SFO induces a linear phase drift across the subcarriers in contrast to
CFO that produces a common phase rotation (CPE) in all subcarriers. Moreover, different subcarriers
are also attenuated differently when subject to the SFO, unlike the CFO. Typically, the ICI term due to
the SFO is very small and can be neglected.

6.6 IMPAIRMENT MITIGATION
We have seen that an OFDM system is sensitive to the phase-noise, the carrier-frequency offset, and
the sampling frequency offset. NR is expected to be deployed at frequencies as high as 100 GHz,
where these impairments would be a major bottleneck. In this section, we discuss mitigation schemes
for these impairments assuming a slow time varying frequency-selective channel. In a fast varying
channel, these impairments are typically corrected as part of the channel estimation and equalization
process.

6.6.1 A PHASE-NOISE MITIGATION SCHEME
In order to focus on the PN impairment, we assume a perfect time-synchronization and a quasi-static
multipath channel (with a channel length of L samples). The PN impaired signal at the receiver at the
nth time sample can be expressed as

y[n] = exp (jφ[n])
L−1∑
l=0

hlx[n − l] + w[n], (6.15)
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where x[n] represents the transmitted OFDM signal including the CP, hl (l = 0, · · · , L-1) is the lth
tap of the channel impulse response (CIR), w[n] denotes the additive white Gaussian noise (AWGN),
and φ[n] denotes the PN.

Let y = [y[0] y[1] · · · y[N − 1]]T be the received time-domain OFDM symbol (after CP removal),
where N is the number of subcarriers. The PN is mitigated by the operation �y, where

� = diag

{[
exp
(
−j φ̂ [0]

)
· · · exp

(
−j φ̂ [N − 1]

)]T }
, (6.16)

with φ̂ denoting the estimate of φ. Hence, the task of the PN mitigation scheme is to essentially estimate
the PN samples.

Let Hp be an Np × Np diagonal matrix consisting of the channel transfer functions (CTFs) at
the Np pilot subcarriers (Np ≤ N ), sp be a vector consisting of the Np subcarriers, D be an Np × N

submatrix of the N × N discrete Fourier transform (DFT) matrix F (whose elements are given by
exp(−j2πnk/N)/

√
N with k, n ∈ {0, · · · , N − 1}) corresponding to the Np pilot subcarriers, and w̃

be an N × 1 vector consisting of the time-domain AWGNs. We have

D�y = Hpsp + D�w̃. (6.17)

Let Y = diag(y) and T be an N × q transformation matrix, such that � ≈ diag(Tα), where α consists
of q unknowns or anchors (q ≤ Np), and it is given by

α = (DYT)† Hpsp + (DYT)† w̃. (6.18)

The first term in the right hand side (RHS) of (6.18) is the least-square (LS) estimator of α, whereas
the second term in the RHS of (6.18) is additive noise.

The physical meaning of α depends on the type of the transformation matrix. If T is a linear inter-
polation matrix [5], the elements in α are estimates of the inverse carrier PN exp(−jφ) at the q anchors
(time samples). These anchors are usually evenly distributed in the time-domain OFDM symbol.

Typically, the phase-noise power is concentrated in low frequencies. As an example, the power
spectral density (PSD) of mmMAGIC phase-noise model at 82 GHz is shown in Fig. 6.24 [7]. As
phase noise is dominant in lower frequencies, T can be a N × q submatrix of F corresponding to the q

lowest spectral components. In this case, the elements in α are the spectral components of exp(−jφ).
The computational complexity of the PN mitigation scheme mainly depends on the pseudoinverse

of an Np × q matrix in (6.18), whose complexity increases linearly with Np, yet cubically with q [2].
For convenience of the analysis, we study the performance of the PN mitigation/estimation in the

preamble (where Np = N ). (The findings hold for the payload as well, where Np < N .)
The LS estimator of the PN, i.e., the first term in the RHS of (6.18), contains the modeling error

� − diag(Tα). Assuming perfect estimation of α (by setting the second term in the RHS of (6.18),
i.e., the additive noise, to zero), it is self-evident that the modeling error reduces to zero as q increases
to N .

Now we examine the effect of the additive noise in (6.18) w.r.t. q. Let w̆ = F�w̃. Since F� is a
unitary matrix, w̆ and w̃ have the same statistics. Thus, the additive noise in (6.18) can be equivalently
written as

z = (FYT)† w̆ = (T)† (Y)−1 (F)H w̃. (6.19)
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FIGURE 6.24

PSD of phase-noise.

For simplicity, we assume that T is the DFT transformation matrix. The power of the additive noise is
given as

E
[
zH z

]
= σ 2

wE

{
Tr

[
(T)† (Y)−1

(
(Y)−1

)∗ (
(T)†

)H
]}

= σ 2
wE

{
Tr

[(
TTH

)†
(Y)−1

(
(Y)−1

)∗]}

≥ q

N

σ 2
w

σ 2
hσ 2

s + σ 2
w

= q

N

1

γ0 + 1
,

(6.20)

where the last inequality follows from the Jensen’s inequality and by denoting σ 2
h , σ 2

s , and σ 2
w as

variances of the CIR, subcarrier symbol, and AWGN, respectively; and γ0 = σ 2
hσ 2

s /σ 2
w is the signal-to-

noise ratio (SNR). As can be seen, increasing q will increase the power of the additive noise in (6.18)
for fixed N and SNR. This is because there are more anchors to the estimate as q increases. All in
all, for the PN estimation, increasing q reduces the modeling error, yet increases the additive noises.
As mentioned before, the computational complexity of the PN estimation increases cubically with in-
creasing q. Therefore, q should not be unnecessarily large. For example, it has been shown that q = 7
is sufficient for mitigating the PN [4].

For simulations, we assume a DFT size of 512, including 32 scattered pilots. The remaining active
subcarriers are loaded with 16- or 64-QAM. The CP length is set to be larger than the channel length.
The sampling frequency is set so that the subcarrier spacing is 240 or 480 kHz. The carrier frequency
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FIGURE 6.25

SER performance with 240 kHz subcarrier spacing and 64-QAM.

is set to fc = 82 GHz. The QuaDRiGa channel model [9] is used for channel emulation. Both the CPE
correction [17] and the PN mitigation scheme with q = 7 are evaluated. Figs. 6.25–6.27 show the BER
performances with/without phase-noise compensations with 16- and 64-QAM, and 240 and 480 kHz
subcarrier spacing. It can be seen that the phase-noise mitigation scheme clearly outperforms the CPE
correction (at the expense of increased complexity); and the corresponding BER performance improves
as the subcarrier spacing increases from 240 to 480 kHz and as the modulation order decreases from
64-QAM to 16-QAM.

6.6.2 CFO AND SFO MITIGATION
In this section, we discuss estimation (and correction) of the CFO and the SFO. A scheme for mitigation
of the SFO and the CFO (jointly with PN) is presented. This is an extension of the PN mitigation
scheme presented in Section 6.6.1.

There exists an extensive literature on mitigation of the synchronization errors in OFDM systems.
Thanks to the seminal work on the CFO estimation [16], [15], the (coarse) frequency synchronization
can be readily achieved and our focus will be on the residual carrier-frequency offset estimation. The
SFO mitigation is studied in [3], [19]. A pilot-based SFO estimator is proposed in [3], which estimates
the SFO using scattered pilots in each OFDM symbol. The SFO can also be tracked using a delay-
locked loop (DLL) [18]. A blind SFO estimator is proposed in [19], which estimates the SFO using
current and previously received OFDM symbols. In general, the pilot-based SFO estimator outperforms
the blind estimator and because the scattered pilots are needed for the PN estimation, the pilot-based
SFO estimator is more popular in practical systems. To be robust to perturbations from an imperfect
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FIGURE 6.26

SER performance with 480 kHz subcarrier spacing and 64-QAM.

FIGURE 6.27

SER performance with 480 kHz subcarrier spacing and 16-QAM.
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PN mitigation, ICI, and AWGN, the pilot-based SFO estimator can be combined with the Kalman filter
to track the SFO. Unlike the DLL, the Kalman filter can also be used for channel prediction, which is
necessary for the PN mitigation (prior to the SFO correction).

In the following, we present a mitigation scheme for the CFO and the SFO, assuming that there is
a single clock and a single oscillator in the transmitter/receiver. For the case of multiple oscillators per
transceiver, the interested reader may refer to [13], [6]. For simplicity and without loss of generality, we
assume that coarse frequency synchronization has been achieved using the classical CFO estimation
([16,15]) with a residual CFO (RCFO) of ε. The residual CFO (RCFO) is normalized to the sampling
frequency. Let TT and TR be the sampling intervals at the transmitter and at the receiver, respectively.
The SFO can then be expressed as

η = TR − TT

TT
. (6.21)

The SFO is introduced to the transmit signal by sequentially sending the OFDM symbols to a buffer
(which is longer than the duration of one OFDM symbol with CP), and sampling the buffered signal
using the windowed sinc interpolation function with a sampling interval of TT(1 − η).

Consider the PN mitigation scheme presented in Section 6.6.1 with φ̂[n] now denoting the estimate
of the PN plus the RCFO at nth time sample,

φ̂[n] ≈ φ[n] + 2πεn. (6.22)

Once φ̂[n] is estimated, the RCFO can be approximated by

ε̂ ≈ 1

2πN

N−2∑
n=0

(
φ̂[n + 1] − φ̂[n]

)
. (6.23)

The above expression assumes that the time derivative of the PN has zero mean, which holds for
practical oscillators. After the PN mitigation, the RCFO becomes ε̃ ≈ ε − ε̂.

The SFO causes a phase rotation (which varies linearly across subcarriers) and ICI. SFO is typically
just a few ppm in practical systems; thus, the resulting ICI is negligible. For notational convenience,
we drop the ICI term caused by the SFO in the following expressions. The received signal of the mth
OFDM symbol at the kth subcarrier is given by

rm[k] = Jm[0]exp

(
j
kψm

N

)
Hm[k]sm[k] +

N−1∑
l=0,l �=k

Jm[k − l]exp

(
j
lψm

N

)
Hm[l]sm[l] + wm[k],

(6.24)

where sm[k] and rm[k] are transmitted and received signals, Jm[k] is the spectral component of the
phase noise together with the RCFO (after PN mitigation), ψm is the rotation angle caused by the SFO
together with the RCFO, Hm[k] is the channel transfer function, and wm[k] is the AWGN. We have

Jm[k] = 1

N

N−1∑
n=0

exp
(
j
(
φ̃m [n] + 2πε̃n

))
exp

(
−2πkn

N

)
, (6.25)
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ψm = 2πm(N + Ng) (Nε̃/k + η) , (6.26)

where φ̃m[n] is the residual PN after the PN mitigation at the nth time sample of the mth OFDM
symbol, and Ng denotes the CP length of the OFDM symbol. As can be seen, μm varies linearly over
the OFDM symbol time. After an effective PN mitigation, Jm(0) is close to one and the ICI term (i.e.,
the second term in (6.24)) is close to zero. Let H̃m[k] = J (0)Hm[k] and w̃m[k] be the sum of the ICI
and AWGN terms, Eq. (6.24) can then be rewritten as

rm[k] = exp

(
j
kψm

N

)
H̃m[k]sm[k] + w̃m[k]. (6.27)

The (frequency-domain) phase rotation ψm must be corrected prior to the data detection. To be
robust to perturbations of the residual PN and the AWGN, we apply the Kalman filter to track ψm. Let
δm be the time derivative of ψm. The state-space model is given as

sm+1 = Msm + n, (6.28)

where sm = [ψm δm]T , n denotes the 2 × 1 state model noise vector, and

M =
[

1 1
0 1

]
.

The covariance matrix of n is denoted Q = E[nnH ], where E is the expectation operator. The obser-
vation model is

μm = ψm + ζ, (6.29)

where ζ denotes the observation noise with a variance of κ = E[ζ ζ ∗]. By denoting the observation
vector as o = [1 0]T ; we can write

μm = oT sm + ζ. (6.30)

The Kalman filter algorithm is now given by:
Initialize:

s0|0 = [0 0
]T

P0|0 = I2.
(6.31)

Iterate:
predict:

sm|m−1 = Msm−1|m−1

Pm|m−1 = MPm−1|m−1MT + Q
(6.32)
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update:

αm = μm − oT sm|m−1

km = Pm|m−1o
oT Pm|m−1o

sm|m = sm|m−1 + kmαm

Pm|m = (I2 − αmkm)Pm|m−1.

(6.33)

At the mth OFDM symbol time, the phase rotation has to be estimated based on the scattered pilots
in the mth OFDM symbol. Let kp (p = 1, ..., Np) be the indices of the Np pilots in the mth OFDM
symbol, and denote

ϑm[k] = ∠

⎛
⎜⎝

(
H̃m[k]sm[k]

)∗
rm[k](

H̃m[k]sm[k]
)∗ (

H̃m[k]sm[k]
)
⎞
⎟⎠ , (6.34)

where ∠(·) denotes the angle of its argument, and the superscript ∗ denotes the complex conjugate
operation. The phase rotation can be estimated as

μm = N

Np − 1

Np−1∑
p=1

ϑm[kp] − ϑm[kp+1]
kp − kp+1

. (6.35)

When |μm| is larger than 2π , the synchronization module shifts the signal by one sample accordingly;
otherwise, the SFO is corrected by exp (−jkμm/N)ym[k]. Note that the SFO correction also compen-
sates for the RCFO ε̃. The PN mitigation and the SFO correction are applied to both the training signal
and the payload. In the payload, the estimated channel is used together with the Kalman filter for the
channel prediction. Specifically, we predict the phase rotation for the next OFDM symbol:

μm+1[k] = oT Msm|m. (6.36)

The channel prediction for the next OFDM symbol is

Ĥm+1[k] = exp

(
jkμm+1

N

)
Ĥm[k], (6.37)

which is used for the PN mitigation in the next OFDM symbol. We assume that the OFDM payload
has 512 subcarriers, including 354 active subcarriers, 32 pilot subcarriers, and 158 guard band sub-
carriers (79 null subcarriers in the beginning and 79 at the end of each OFDM symbol). The guard
band helps to reduce the out-of-band emission and eliminates the distortions in the interpolation and
the decimation process. The CP length is set to be larger than the channel length. We further assume
that the system is operating at 60 GHz with 256-QAM and sampling frequency 100 MHz. For track-
ing the frequency-domain phase rotation (due to the SFO and the RCFO) using the Kalman filter, we
assume the covariance matrix of the state model noises to be Q = 10−15MMT and the variance of
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FIGURE 6.28

Example of the SFO phase rotation and its estimate as a function of the OFDM symbol index m.

FIGURE 6.29

SER performances of the uncoded MIMO-OFDM system with/without the PN mitigation or the SFO correction in
an urban microcell scenario at 60 GHz.
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the observation noise to be κ = 0.01. Note that the small covariance matrix Q is justified by the time-
invariant state model. The observation noise ζ is actually the estimation error of the phase rotation
estimator, whose mean square error (MSE) is nontrivial to derive. However, it is found that the error
rate performance of the system is insensitive to the value of κ (i.e., the variance of ζ ) ranging from
0.001 to 0.1. Fig. 6.28 shows an example of the estimate of the phase rotation ψm and its true values
as functions of the OFDM symbol index m. As can be seen, the estimates converge after the first eight
OFDM symbols. Note that, apart from being robust to perturbations, e.g., of the PN estimation error,
the Kalman filter is also used for the channel prediction for the PN mitigation.

For evaluating the error rate performance of the MIMO-OFDM link in a multipath fading channel,
we resort to the QuaDRiGa channel model [9]. In total 200 drops are generated. For each channel drop,
10 preamble symbols and 50 payload symbols are transmitted. Fig. 6.29 shows the symbol error rate
(SER) performance of the uncoded MIMO-OFDM system in the presence of the PN, the SFO, and the
RCFO with/without the PN mitigation (PNM) and the SFO correction. For comparison, we also plot
SERs for the ideal case without the PN, the SFO, the RCFO, and with a perfect channel estimation.
As can be seen, the PN and SFO must be jointly compensated for in order to have an acceptable SER
performance.
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7
CHAPTER

MULTIANTENNA TECHNIQUES

Multiantenna techniques can be defined by the use of multiple antennas at the transmitter and/or re-
ceiver in combination with signal processing. A communication system with multiple antennas at both
the transmitter and the receiver is often referred to as a MIMO system. These techniques can be used
to improve the system performance in terms of capacity, coverage, data rates, and link reliability. Fun-
damentally, multiple antennas can provide:

• Diversity. Diversity gives robustness against a fading radio channel and improves the link reliability.
Multiple antennas can be used in different ways to provide diversity, e.g., space, pattern, polariza-
tion, and delay diversity.

• Array gain. By coherently combining the signals from/to multiple antennas, so that the desired
signal adds constructively, a spatial processing gain can be achieved that increases the SNR. In
a LoS channel, array gain is obtained by directivity but array gain can also be obtained in rich
scattering channels by proper antenna combining.

• Interference suppression. Multiple antennas cannot only be used to enhance the desired signal but
they can also be combined so that undesired signals are suppressed, thereby also improving the
signal-to-interference-ratio (SIR).

• Spatial multiplexing. By transmitting multiple data streams over several antennas using the same
time-frequency radio resource, spectral efficiency can be improved. The multiple data streams can
be transmitted to a single UE, often called single-user MIMO (SU-MIMO), or multiple UEs, often
called MU-MIMO.

Multiple antennas have been used in global wireless communication systems such as GSM,
WCDMA/HSPA, and LTE. Initially, only simple antenna diversity techniques were used. More ad-
vanced multiantenna techniques such as MIMO were introduced in HSPA Release 7 and developed
further in LTE. While multiantenna techniques have been useful for improving performance in current
and previous generations of the standards, in 5G NR they have a more fundamental role to play in the
system design.

This chapter gives an overview of multiantenna techniques in cellular wireless communication
and their particular use in NR. The NR-specific features and functionalities described in this chapter
are according to the first NR release (Release 15) which was finalized in 2018. NR is continuously
evolving and new features will be added and existing features will be enhanced in future releases of
the specifications.

The chapter is organized as follows. In Section 7.1 we discuss the role of multiantenna techniques
in NR, for both low and high frequency bands. The fundamental theory of the multiantenna techniques
relevant for NR is provided in Section 7.2 in order to give a better understanding of the particular
features adopted in the NR specifications. The NR-specific multiantenna techniques and features are
then described in Section 7.3. Finally, the effectiveness of the discussed techniques is illustrated by
some experimental examples in Section 7.4.

5G Physical Layer. https://doi.org/10.1016/B978-0-12-814578-4.00012-6
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7.1 THE ROLE OF MULTIANTENNA TECHNIQUES IN NR
This section gives a brief overview of the role of multiantenna techniques in NR. More details on
specific features are provided in later sections. NR has been designed for millimeter-wave spectrum
in addition to traditional cellular frequency bands at lower frequencies. The motivation for having
multiple antennas and the techniques used are different in the low and high frequency bands. Some
of these aspects are discussed in the following. More attention is paid to the high frequency bands,
since this is where multiantenna techniques have a more fundamental impact on the system design
and where most new features have been developed. Clearly, there is no sharp border between low and
high frequencies in general. However, 3GPP NR has defined two frequency ranges, FR1 and FR2,
where FR1 is between 450 MHz and 6 GHz and FR2 is between 24.25 GHz and 52.6 GHz1 [5].
Therefore, in this chapter, low frequencies will mean carrier frequencies ≤ 6 GHz and high frequencies
will mean carrier frequencies ≥ 24.25 GHz. High frequencies will sometimes also be referred to as
millimeter-wave frequencies

7.1.1 LOW FREQUENCIES
In the low frequency bands, spectrum is congested. To meet the never-ceasing quest for higher data
rates, a higher spectral efficiency is needed. This can be achieved by advanced multiantenna techniques
such as spatial multiplexing and interference suppression. The former is attained by reusing radio
resources in an efficient manner and the latter by ultimately enabling a multicell, multiuser system to
be limited by thermal noise and not by interference.

At low frequencies the physical size may limit the number of antenna elements in an array that
is practical to have since the antenna element area is proportional to the wavelength squared; see
Chapter 3. However, advances in active array antenna technology have made it feasible to have digital
control over more of the antenna elements in the array. This can be used to exploit more details in the
spatial domain in order to increase performance.

For low frequencies, multiantenna techniques for NR are mainly refinements and evolution of mul-
tiantenna techniques that have been used in LTE. Some of the enhancements include improved support
for reciprocity-based operation and more detailed feedback of CSI to achieve a higher spectral effi-
ciency with MU-MIMO transmission.

7.1.2 HIGH FREQUENCIES
At high frequencies, the spectral efficiency is less crucial since there is plenty of spectrum available.
Instead, obtaining coverage is the main challenge as substantially higher transmission losses may
occur due to smaller antenna apertures and in some cases also higher attenuations, as explained in
Chapter 3. A large bandwidth can exacerbate this further due to increased thermal noise power in the
receivers. Compensating this with higher transmission power might not be possible due to limitations
in millimeter-wave hardware design and to current regulations on transmitted power being stricter at
frequencies above 6 GHz [11]. On the other hand, increasing the carrier frequency also means that, for
a given physical size of an antenna, it becomes more directive. This may, depending on the directional

1The gap between 6 GHz and 24.25 GHz is due to the fact that no spectrum allocations have been identified for NR in this range.
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properties of the channel, compensate for the increase of transmission loss with frequency and even be
turned into a gain, as explained in Chapter 3. To make use of this directivity, dynamic and user-specific
beam-forming is needed, since the directions to the users in a wireless access network are not known a
priori and are dynamically changing.

In free-space propagation, the transmission loss increases with frequency if the antenna gain is
assumed to be constant at both ends of the link; see Chapter 3. This is an effect of the fact that the
antenna effective area is proportional to the wavelength squared, as explained in Chapter 3. If instead
the antenna area is assumed to be constant at one end of the link, the free-space transmission loss
is frequency independent. If the antenna area is assumed to be constant at both ends of the link, the
free-space transmission loss will actually decrease with frequency since the antenna gain increases
with frequency if the antenna area is constant. However, to make use of the increased antenna gain
the transmit (Tx) and receive (Rx) beams must be aligned. For a point-to-point radio link this can
be achieved by mechanically aligning the Tx and Rx antennas. However, in a mobile communication
system with moving users this solution is not practically feasible. Instead, beam-forming and beam
tracking using array antennas are needed to dynamically adjust the directions of the Tx and Rx beams.
If the frequency is increased, more antenna elements can be accommodated by an antenna array with
a given physical size, since the individual antenna elements become smaller. Therefore the potential
beam-forming gain increases with frequency for a given physical size of the array.

Clearly, a mobile communication system cannot rely only on free-space propagation since many
users have NLoS and/or are located indoors. Therefore, other propagation characteristics such as
diffraction, reflection, scattering, and penetration are important to consider. These different propa-
gation mechanisms have a varying degree of frequency dependence; see Chapter 3 for more details.
However, in many NLoS scenarios there is a substantial increase of transmission loss with frequency
making it more challenging to maintain an adequate link budget at high frequencies. To what extent
beam-forming can compensate for the increased propagation loss depends on the scenario and also on
how the beam-forming is implemented. Both theoretical and experimental examples of this issue are
given later in this chapter.

The adverse propagation conditions and current hardware technology at millimeter-wave frequen-
cies have a fundamental impact on the NR system design. To ensure sufficient coverage, in the
millimeter-wave spectrum NR has a beam-centric design in which not only data transmissions can
be beam-formed but also control and broadcast signals. This is different from previous generations
of cellular systems in which typically only data transmissions are beam-formed.2 Furthermore, sup-
port for beam-forming also in the UE has been introduced in NR in order to increase the potential
beam-forming gain even further. UE beam-forming is possible in millimeter-wave bands since more
antenna elements can be fit into the limited form factor of a UE. Due to hardware constraints, analog
beam-forming will be a common implementation in millimeter-wave bands, particularly for hand-held
devices. Therefore, support for analog beam-forming procedures has been included in the NR specifi-
cations.

Another difference between low and high frequency bands is that spectrum allocations in
millimeter-wave bands are foreseen to mainly be unpaired. This has impact on the duplexing method

2Exceptions exist, e.g., the enhanced physical downlink control channel (EPDCCH) introduced in LTE Release 11 is a control
channel that can be beam-formed.
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used and thereby also on how different multiantenna techniques can operate. Frequency division duplex
(FDD) operation is used in paired frequency bands where different frequency ranges are assigned for
downlink and uplink, while TDD is used in unpaired bands where a single frequency range is shared
between downlink and uplink. This has significant impact on multiantenna techniques, since the prop-
agation channel can be assumed to be reciprocal under TDD operation, i.e., the downlink channel
state is identical to the uplink channel state. In FDD operation, the downlink and uplink will typically
experience independent fast fading due to the frequency difference between the uplink and downlink
carriers. Advanced multiantenna transmission techniques often rely on detailed channel state infor-
mation at the transmitter (CSIT). If reciprocity holds, this can be obtained from uplink measurements
while extensive pilot and feedback signaling may be needed in the case that it does not. Therefore,
reciprocity-based multiantenna transmission techniques can benefit from TDD operation, especially
for antenna arrays with many elements where the signaling overhead may become prohibitive. Note
that not only the propagation channel needs to be reciprocal, but also the multiantenna transceivers,
which may require calibration of the transceivers [50].

7.2 MULTIANTENNA FUNDAMENTALS
In this section we provide some fundamental theory of multiantenna techniques relevant for NR. We
try to keep the presentation general, thus being agnostic to any particular wireless communication
standard. However, when deemed relevant, we at times point out relations to current LTE and NR spec-
ifications. Details on particular techniques adopted in the NR specifications are deferred to Section 7.3.

7.2.1 BEAM-FORMING, PRECODING, AND DIVERSITY
Beam-forming, precoding,3 and diversity are techniques to coherently combine multiple antenna ele-
ments in an antenna array; at the transmitter, receiver or both.4 By doing so, two types of gain can be
achieved:

• Array gain. Array gain is the increase in the average SNR obtained by combining multiple antenna
elements compared to a single element.

• Diversity gain. Diversity techniques are used to reduce the impact of fading by combining antenna
elements that experience different fading. Diversity performance can be characterized by diversity
order, which is the number of independently fading antenna elements.

The difference between array gain and diversity gain is that array gain gives an increase in the aver-
age SNR, while diversity gain makes the probability density function of the instantaneous SNR more
concentrated around its average value. In some cases, array and diversity gain can be achieved simul-
taneously, while in other cases only one of the gains is achieved. This is described later in this section.

3Precoding is a transmission technique. For lack of better terminology we simply call it antenna combining when performed in
the receiver.
4Diversity also includes other techniques than antenna combining such as antenna selection, frequency diversity, etc.
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One of the most simple, intuitive and often used multiantenna techniques is beam-forming. Beam-
forming is a technique to focus the transmitted or received radio energy in a particular direction using
an array of antenna elements. This is achieved by applying a progressive time delay to the antenna
elements so that the signals from the different elements add constructively in a desired direction. By
controlling the progressive time delay, a beam can be steered in a desired direction. To steer a beam in
a certain direction the time delays should compensate the propagation delay between the antenna ele-
ments of a plane wave impinging upon the array from that direction. For a narrowband system, a time
delay can be approximated by a phase shift. Beam-forming is implemented by multiplying the signals
on the antenna elements by complex beam-forming weights. The phase of the beam-forming weights
determine the beam direction and the amplitude can be used to control beam width and sidelobe level.

The notion of beam-forming is coupled to free-space propagation of a single plane wave.5 Under
such conditions, beam-forming is the optimal transmission/reception scheme in the sense that it maxi-
mizes the SNR if the noise is spatially white. An antenna array with N elements can achieve an array
gain that is equal to N . In wireless communication, beam-forming is a suitable technique for scenarios
in which there is one dominating propagation path, e.g., when there is LoS or a strong specular reflec-
tion. The transmitter can apply Tx beam-forming to focus the transmitted energy in the dominating
angle of departure and the receiver can apply Rx beam-forming to obtain a focused reception in the
dominating angle of arrival.

The Tx and Rx array gains in a “pure” LoS channel, i.e., a fully correlated channel with no multi-
path propagation, are multiplicative so that the composite link array gain for a transmitter with NT

elements and a receiver with NR elements is NT NR . Hence, full Tx and Rx array gain can be obtained
simultaneously in a fully correlated channel. Under these circumstances there is no fast or frequency-
selective fading. Furthermore, in most scenarios, the LoS direction varies slowly. Therefore, in this
case, the beam-forming weights can be updated on a slow time basis and the same weights can be used
over the entire bandwidth.6

However, most cellular deployments are characterized by multipath propagation. This means that
the communication between a transmitter and receiver is not conveyed by a single plane wave, rather
a superposition of multiple plane waves, or channel rays. This superposition is the cause of fast fading
in wireless communications; see Chapter 3. The rays have different angles of arrival/departure as well
as different amplitudes and phases. This means that it is no longer optimal to transmit/receive in a
single direction by applying a simple progressive phase shift. Instead, the optimal approach is to utilize
the different propagation paths in the channel. By proper coherent combining of the antenna elements,
energy can actually be focused in space (within a limited resolution) rather than in direction. In effect,
the different propagation paths are then aligned so that they add constructively at the receiver. Precod-
ing can also be applied to antenna elements having different polarizations to match the polarization
properties of the channel.

5The plane wave assumption implies that the receiver is in the far field of the Tx antenna. One rule of thumb for the far field is

a minimum distance of 2L2/λ, where L is the largest array dimension and λ is the carrier wavelength [30]. This is fulfilled in a
mobile communication network.
6If not too large to violate the narrowband assumption. This depends both on the relative bandwidth and the size of the antenna
array in wavelengths. Different rules of thumb can be derived depending on the criterion. One example is that the maximum
relative bandwidth in per cent is equal to the array beam width in degrees [30].
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This more general amplitude and phase combining of antenna elements is commonly referred to
as precoding when applied at the transmitter, or antenna combining when applied at the receiver. Also
precoding is implemented by applying complex weights to the antenna elements. Although there is
no strict distinction between beam-forming and precoding, beam-forming may be viewed as a special
case of precoding for correlated channels. In a rich scattering channel, the fading correlation between
different antenna elements will be low.7 Precoding can therefore also provide diversity gain in addition
to array gain. This requires more detailed channel knowledge, and the precoding weights need to be up-
dated more frequently to follow the fast fading. Furthermore, fast fading is usually frequency selective
so that different precoding weights may be needed in different parts of the scheduled bandwidth.

To design an optimal precoder, the complex channel coefficients between the transmitter and re-
ceiver antenna elements need to be known. How to acquire this information is a challenging task,
which is described in more detail in Section 7.2.6. For now, assume that the complex channels between
all Tx/Rx antenna pairs are known to both the transmitter and the receiver. If the transmitter emits a
symbol, s, precoded with an NT × 1 complex weight vector wT using an array with NT elements, the
signal at a receiver having an array with NR elements can be modeled by

y = √
P HwT s + n, (7.1)

where y is an NR × 1 vector containing the signal samples from the Rx antennas, P is the transmitted
power per antenna, H the NR ×NT complex channel matrix, and n is an NR × 1 vector modeling addi-
tive noise, which is assumed to be spatially white. The receiver can apply a 1 ×NR antenna combining
weight vector wR to produce the complex scalar output

z = wRy = √
P wRHwT s + wRn. (7.2)

First, assume that the transmitter has a single antenna element and the receiver has NR antenna
elements so that H = h, where h is the NR ×1 channel vector. The Rx combining vector that maximizes
the SNR after the combiner when the noise is spatially white is easily shown8 to be

wR = hH

‖h‖F

(7.3)

when wR is constrained to fulfill ‖wR‖F = 1. Here, hH denotes the complex conjugate transpose of
h and ‖·‖F denotes the Frobenius norm. This solution is commonly referred to as maximum ratio
combining (MRC). It is also easy to show that MRC achieves full array gain equal to NR , regardless
of the channel correlation.

Second, assume that the receiver has a single antenna and the transmitter has NT antennas. The
precoding vector that maximizes the SNR at the receiver is given by

wT = hH

‖h‖F

(7.4)

7The fading correlation is determined by the distance between antenna elements and the channel angular spread.
8This follows from the Cauchy–Schwarz inequality.
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when wT is constrained to fulfill ‖wT ‖F = 1 and where h is the channel vector, presently a 1×NT vec-
tor. The precoder in (7.4) is often called an MRT precoder. The MRT precoder achieves full array gain,
NT , regardless of the channel correlation. A physical explanation of this is that the precoder makes the
signals scattered by the channel arrive in phase and add coherently at the receiver. It is important to
realize that the power constraint assumed in the derivation is on the total transmitted power summed
over all antenna elements, not on the power per antenna element. In general, the MRT solution gives
a precoder with non-constant modulus weights, i.e., the weights for different antenna elements have
different amplitudes. An active array typically has a PA per antenna element so that power cannot be
shared between antenna elements. Therefore, a per-antenna power constraint would be a more realistic
assumption for an active array antenna. Maximizing the SNR under a per-antenna power constraint
is achieved by simply keeping the phase of the MRT precoder and setting all amplitudes equal [53];
sometimes this is called an equal gain transmission (EGT) precoder. The average SNR loss for an EGT
precoder compared to MRT assuming an IID Rayleigh fading channel is NT /(1+(NT −1)π/4), which
converges to 4/π or roughly 1 dB for large NT [44]. Note that this loss is under the assumption of the
same total Tx power for the two precoders. If an MRT precoder with non-constant modulus weights
is applied to an array with a PA per antenna element, not all PAs would transmit with full power. This
would lead to a reduction in the total transmitted power and a corresponding reduction in SNR for the
MRT precoder.

To illustrate the difference between precoding in a LoS and NLoS scenario, Fig. 7.1 shows an
example of azimuth radiation patterns for these two cases. The left plot shows the radiation pattern
of a uniform linear array (ULA) with 16 antenna elements when the optimal MRT precoding weights
have been applied to the array for a scenario in which there is LoS to the UE. The right plot shows
a corresponding pattern when the UE is in NLoS, based on one realization of the ITU urban macro
channel model in [22]. In the LoS case, there is a single, narrow beam pointing in the direction to
the UE. In the NLoS case, energy is instead transmitted in several different directions in order to
utilize different propagation paths in the environment. The radiation pattern of the MRT precoder
matches the azimuth power spectrum of the channel. In the LoS case, MRT precoding is equivalent
to beam-forming according to our previous “definition”. In the NLoS case, we prefer to use the term
precoding since it is hard to distinguish a well-defined main beam from such a radiation pattern.9 Note
that the maximum directivity of the radiation pattern is lower in the NLoS case due to the multipath
propagation. Nevertheless, the array gain is the same for both cases since the “multiple beams” in the
NLoS case are combined coherently at the receiver.

Third, and finally, assume that the transmitter has NT antenna elements and the receiver has NR

antenna elements. The precoder and combiner that maximize the SNR at the receiver output under a
sum-power constraint is given by the principal right- and left-singular vector of H, respectively [32],
i.e.,

wT = v1, wR = uH
1 (7.5)

9According to IEEE, a beam is defined as “The major lobe of the radiation pattern of an antenna” and a major lobe is defined as
“The radiation lobe containing the direction of maximum radiation” [21].
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FIGURE 7.1

Radiation patterns for MRT precoding. Sample radiation pattern for a ULA with 16 elements performing MRT
precoding. Left: There is LoS to the UE. Right: The UE is in NLoS.

where v1 is the first10 column of V and u1 is the first column of U in the singular value decomposition
(SVD) of H

H = U�VH . (7.6)

The composite link array gain of this scheme, sometimes referred to as dominant eigenmode transmis-
sion, is equal to the expectation of the maximum eigenvalue of HHH [32]. In this case, the composite
link array gain depends on the channel correlation. In a channel with full Tx and Rx correlation, e.g.,
a pure LoS channel, the composite link array gain is NRNT so that full Rx and Tx gain is achieved
simultaneously. In a scattering channel, however, the composite link array gain will be lower, since a
single precoder cannot maximize the power at all Rx antenna elements simultaneously. It can be shown
that, for an uncorrelated channel, the composite link array gain is upper bounded by (

√
NT + √

NR)2

for large arrays [8]. Hence, full Tx array gain or full Rx array gain can be obtained in a scattering chan-
nel, but not the two simultaneously. This can only be achieved in a fully correlated channel. Similar
to the previous case of a single-antenna receiver, all amplitudes in wT can be set to the same value in
order to fully utilize all PAs also when the receiver has multiple antennas.11 It has been shown that the
incurred SNR loss by doing this is not more than 1 dB for an IID Rayleigh channel, i.e., not more than
when we have a single Rx antenna [45].

MRC and MRT were derived under the assumption of spatially white noise. This is a reasonable
assumption for thermal noise but in many cases the dominating impairment is caused by interference.
Interference is typically not spatially white, since it usually comes from a particular direction. The
antenna elements can then be combined with weights so that the array beam pattern has nulls in the
interference directions. Theoretically, N − 1 interference directions can be suppressed with an array
having N antenna elements. Interference can be suppressed in the receiver, see Section 7.2.2.3, or by
the transmitter, see Section 7.2.2.2.

Besides array gain, precoding and antenna combining also gives diversity gain in a scattering chan-
nel since the signals transmitted/received on spatially separated antennas or antennas with different

10Assuming the singular values in � have been ordered in descending order.
11The Rx combining vector should then be modified to wR = h̃/‖h̃‖F , where h̃ = HwEGT, and wEGT is the EGT precoding
vector.
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polarizations will experience different fading. By combining a number of independently fading an-
tenna elements the probability that all antenna elements are in a fade is reduced, thus creating a more
stable communication link. Diversity performance can be characterized by diversity order, which is the
effective number of independently fading antenna elements. The diversity order determines the slope of
the symbol error rate curve as a function of SNR in a log-log scale. In the case of IID Rayleigh fading,
MRT and MRC gives diversity order NT and NR , respectively, while dominant eigenmode transmis-
sion gives diversity order NT NR . Note that even in a scattering channel, closely spaced co-polarized
antenna elements will have some fading correlation, making the IID assumption invalid.

So far it has been assumed that the channel is known to the transmitter and receiver. Without any
channel knowledge, array gain cannot be obtained but diversity gain is still possible to achieve. A sim-
ple Tx diversity technique for two Tx antennas that can achieve full diversity order without any channel
knowledge at the transmitter is the Alamouti scheme [6]. In this scheme, a complex symbol s1 is trans-
mitted on a first antenna and another complex symbol s2 on a second antenna in a first symbol period.
In the next symbol period, −s∗

2 is transmitted on the first antenna and s∗
1 on the second antenna. As-

sume that the receiver has a single Rx antenna and arranges two consecutive received signal samples
in a vector, y = [y1 y∗

2 ]T . If the channel is constant over the two symbol periods, the received signal
vector is given by

y =
[

y1

y∗
2

]
= √

P/2H̃s + n, (7.7)

where

H̃ =
[

h1 h2

h∗
2 −h∗

1

]
(7.8)

is the effective channel and

s =
[

s1
s2

]
. (7.9)

Since H̃ is an orthogonal matrix, the receiver can retrieve the transmitted symbols by simply multiply-
ing by H̃H according to

z = H̃H y = √
P/2

∥∥∥H̃
∥∥∥2

F
s + H̃n (7.10)

In this way, the full Tx diversity order of two is obtained without any knowledge of the channel at
the transmitter. However, no Tx array gain is achieved due to the absence of channel knowledge at
the transmitter. The Alamouti scheme has rate one, i.e., two symbols are conveyed over two symbol
periods. It is a special case of orthogonal space–time block codes (OSTBCs) for two antennas. OSTBCs
exist also for more than two Tx antennas and provide full diversity order with simple linear processing
in the receiver. However, for complex signal constellations, an orthogonal code with rate one exists
only for two Tx antennas [43]. In more general terms, Tx diversity can be achieved by mapping the
modulation symbols in the space–time or space–frequency domains, the so-called space–time transmit
diversity (STTD) and space frequency transmit diversity (SFTD), respectively.
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Antenna diversity can be combined with frequency diversity if the channel is frequency selective.
Otherwise, a frequency-selective channel can be created artificially from a spatially dispersed channel
using the so-called delay diversity. This is accomplished by transmitting delayed copies of the same
signal on different antennas, thus creating time dispersion or, equivalently, frequency selectivity. If the
antennas have uncorrelated fading, the signal at the receiver will appear as a signal that has passed
through a channel having multiple taps with uncorrelated fading, i.e., a frequency-selective channel.
Delay diversity is transparent to the UE since it only sees the effective frequency-selective channel.
Hence, delay diversity can be implemented without any specification support. A particular type of delay
diversity that is suitable for OFDM systems is cyclic delay diversity (CDD) [20]. In CDD a cyclic shift
instead of a linear delay is applied on the antennas. This is equivalent to applying a frequency dependent
phase shift prior to the OFDM modulation.

In LTE, downlink Tx diversity schemes for up to four antennas are supported in the specifications.
For two antennas, Tx diversity is based on the so-called space frequency block coding (SFBC), which
is equivalent to Alamouti coding in the frequency domain. With four Tx antennas, SFBC is used in
combination with the so-called frequency-switched transmit diversity (FSTD) [13]. There is also a
downlink transmission mode that combines precoded multilayer transmission with a CDD scheme
called large-delay CDD. Uplink Tx diversity using two antennas was introduced for the control channel
in LTE Release 10 and uses so-called spatial orthogonal-resource transmit diversity (SORTD) [13].
With SORTD, a signal is transmitted on the different antennas using orthogonal resources in frequency,
time, and/or code domain. In NR, however, Tx diversity is currently not explicitly supported and one
has to rely on specification-transparent methods.

7.2.2 SPATIAL MULTIPLEXING
As described in the previous section, multiple antennas at the transmitter and receiver can give array
gain by precoding and Rx antenna combining. This will increase the SNR which in turn will increase
the data rate. This is efficient when the data rate is power limited rather than bandwidth limited. From
basic information theory, the achievable data rate grows approximately linearly with the SNR when
the SNR is low [46]. However, at high SNR, the achievable rate starts to saturate, since it grows only
logarithmically with SNR. In this regime, it would be a more efficient use of the available bandwidth
if one could “split” the SNR over several weaker links that could communicate in parallel. Indeed, this
is possible by utilizing multiple antennas at the transmitter and receiver and it is the basic principle of
spatial multiplexing. To realize this, perform an SVD of a channel matrix H according to

H = U�VH . (7.11)

If the transmitter applies a precoder matrix V and the receiver multiplies the received signal vector by
UH the effective channel matrix H̃ becomes

H̃ = UH U�VH V = �. (7.12)

Since � is a diagonal matrix, the effective channel is composed of multiple parallel subchannels with-
out any crosstalk, where the gain of each subchannel is determined by the corresponding singular value.
Independent data streams, or layers, can then be transmitted over the subchannels without any mutual



7.2 MULTIANTENNA FUNDAMENTALS 209

interference. In this way, the achievable data rate can increase linearly with the number of antennas,12

thus circumventing the data rate saturation at high SNR. This approach is deceptively simple but in-
volves several issues that need to be solved in a practical system. For example, it requires that the
channel matrix is known to both the transmitter and the receiver. In practice, this cannot be known ex-
actly and there will be some interference between the transmitted data layers. More advanced receivers
can then be used to suppress this interference; see Section 7.2.2.3.

The performance of spatial multiplexing depends to a large extent on the channel properties. If the
channel has a high correlation, some singular values will be small, leading to weak subchannels that
will not give any significant contribution to the overall data rate. The number of non-zero singular
values of the channel matrix is called the channel rank.13 In a practical system it is important to dy-
namically adapt the number of used subchannels to the current channel and data traffic conditions in
order to optimize the overall data rate, so-called rank adaptation. The number of used subchannels is
often referred to as the transmission rank. The transmission rank can depend on the channel rank, but it
can also depend on other parameters such as the SINR. To make use of many subchannels, i.e., a high
transmission rank, a high channel rank may not be sufficient. A high SINR is usually also required. To
benefit from spatial multiplexing, a high “basic” SINR is needed, since the transmission power has to
be shared between the transmitted layers and in practice there will be some interference between the
layers.

Precoding and spatial multiplexing can be combined. One example was given above where pre-
multiplication of V orthogonalizes the channel on the Tx side which makes the processing at the Rx
side easier. If the number of transmitted layers is lower than the number of Tx antenna elements, pre-
coding can also increase the SNR per layer by providing array gain. In order to determine a suitable
precoder matrix, CSIT is required. For example, the channel matrix can be estimated from uplink SRSs
and the precoder matrix can be determined from an SVD of the estimated channel matrix. However,
this requires TDD operation and calibration between uplink and downlink RF branches. For FDD,
a common approach is to let the UE estimate the channel based on downlink reference signals and feed
back a proposed precoder matrix. To save feedback overhead, a limited number of predefined precoder
matrices can be collected in a so-called codebook. The UE then needs only to signal an index to the
preferred matrix in the codebook, rather than the complexed-valued coefficients of the precoder matrix
itself. The codebook can contain precoder matrices for different numbers of transmission ranks. The
codebook needs to be known by both the BS and the UE and thus requires specification support. This
scheme is referred to as codebook-based precoding and has been adopted in both the LTE and the NR
specifications. More details on how these codebooks are constructed are given in Section 7.2.6.

Spatial multiplexing of several layers to/from a single UE is often referred to as SU-MIMO. The
layers may also be multiplexed to/from different UEs. This is called MU-MIMO or space division mul-
tiple access (SDMA). SU-MIMO and MU-MIMO can be combined so that the spatially multiplexed
UEs can have multiple layers each. Residual interference between the transmitted layers can be sup-
pressed by the receiver as described in Section 7.2.2.3. However, this is more difficult in downlink
MU-MIMO, since Rx antennas from different UEs cannot be processed coherently and the number of
antenna elements per UE might not be sufficient to suppress all interference. Downlink MU-MIMO

12More precisely, under certain conditions the achievable rate grows as min{NR,NT }.
13In practice, no singular values will be exactly zero so some kind of threshold could be used.
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transmission may therefore require some interference suppression at the Tx side. In a cellular system
the channel conditions for different UEs will vary rapidly with time. To optimize system performance
it is therefore important to dynamically switch between SU- and MU-MIMO operation depending on
channel conditions and traffic load.

7.2.2.1 SU-MIMO Precoding
The previous discussion of precoding concerned maximizing the SNR for a single layer. As alluded
to previously, precoding and spatial multiplexing can be combined. We can then find the precoder that
maximizes the sum rate of all layers. Assuming that the channel is known to both the transmitter and
the receiver, the capacity-optimal precoder under a sum-power constraint is given by [32]

WT = VP1/2 (7.13)

where V is obtained from the SVD of H according to (7.11) and P = diag{p1, . . . , pNT
} is a diagonal

matrix containing the power allocated to each layer. The optimal power allocation is obtained from
the well-known waterfilling algorithm; see [46]. This algorithm will allocate high power to strong
subchannels. The capacity-optimal transmission scheme under a per-antenna power constraint is a more
difficult problem and one may need to resort to numerical techniques to find the optimal solution [41].
A closed-form solution for the general problem seems to be unknown, but for the case when the channel
matrix has full column rank and the input covariance matrix has full rank, the optimal input covariance
is given by [48]

Ropt = I + diag

[(
HH H

)−1
]

−
(

HH H
)−1

(7.14)

where I denotes the identity matrix. The optimal precoder matrix is then obtained from

WT = E�1/2 (7.15)

where E and � are obtained from the eigendecomposition Ropt = E�EH .
Obtaining knowledge of the instantaneous channel matrix at the transmitter may be difficult in a

practical system, e.g., if the channel is varying rapidly due to UE movement. A precoder design can
then be based on channel statistics, e.g., the Tx channel covariance matrix, RT = E[HH H], where E[·]
denotes expectation, instead of the instantaneous channel. Assuming that the Tx covariance matrix is
known to the transmitter, the optimal14 precoding matrix under a sum-power constraint is given by
[23,47]

WT = EP1/2 (7.16)

where E is now obtained from the eigendecomposition of RT = E�EH and P is the diagonal matrix
that allocates the power over the eigenvectors of RT . An iterative method to find P has been proposed
in [47]. An approximate solution is to apply “statistical waterfilling”, i.e., to use the eigenvalues of
E[HH H] instead of HH H as is used in the conventional waterfilling algorithm.

14Optimal with respect to ergodic capacity.
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7.2.2.2 MU-MIMO Precoding
In this section, we discuss precoding for MU-MIMO transmission. There are several aspects that make
MU-MIMO different from SU-MIMO [32]:

• SU-MIMO performance can be characterized by a link capacity while MU-MIMO performance is
characterized in terms of a capacity region, i.e., the set of simultaneously achievable rates for all
UEs.

• In SU-MIMO, only the sum rate of all layers is of interest since all layers are transmitted to the
same user. In MU-MIMO, the layers are transmitted to different UEs and fairness between UEs
needs also to be taken into account.

• In SU-MIMO, the transmission loss for all Tx–Rx antenna pairs is usually similar, while there can
be a large difference in transmission loss to different UEs in MU-MIMO.

• In SU-MIMO, the Rx antenna elements can be combined coherently to optimize performance, e.g.,
by suppressing interlayer interference. Rx antennas in different UEs cannot be combined coherently
in MU-MIMO.

• MU-MIMO requires more accurate channel knowledge at the transmitter than SU-MIMO. One rea-
son for this is that interlayer interference needs to be suppressed at the transmitter if the number of
transmitted layers is larger than the number of Rx antennas in the UEs and interference suppression
requires accurate channel knowledge.

For simplicity, we assume that all UEs have a single antenna element each. Furthermore, we assume
that the channel is known to both the transmitter and the receivers. The signal received by the kth out
of K co-scheduled UEs served by a BS with NT Tx antenna elements can be modeled by

yk = hk

K∑
i=1

wi si + nk (7.17)

where hk is the 1×NT channel vector to UE k, wi is the NT ×1 precoding vector to UE i, si the signal
transmitted to UE i, and nk is additive receiver noise with power N0. We assume that ‖wi‖2

F = Pi

where Pi is the power allocated to UE i and E[|si |2] = 1. The SINR of UE k is thus given by

SINRk = |hkwk|2∑
i �=k

|hkwi |2 + N0

. (7.18)

Finding the optimal linear precoder may be posed as maximizing some utility function15

f (SINR1, . . . ,SINRK) subject to a constraint on the total transmitted power according to
∑K

i=1 Pi ≤ P .
In general, this is a very difficult problem. However, the solution has a simple general structure accord-
ing to [9]:

wk,opt = c
√

Pk

(
I +

K∑
i=1

λi

N0
hH

i hi

)−1

hH
k = c

√
Pk

(
I + 1

N0
HH �H

)−1

hH
k (7.19)

15One example of a utility function is the sum rate f (SINR1, . . . ,SINRK) = ∑K
i=1 log2(1 + SINRi ).
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for some positive parameters λ1, . . . , λK such that
∑K

i=1 λi = P . Here, wk,opt is the optimal pre-
coding vector for UE k, c is a normalization that makes ‖wk,opt‖2 = Pk , H = [hT

1 · · · hT
K ]T , and

� = diag{λ1, . . . , λK }. In general it is difficult to find the optimal λi in closed form. However, several
well-known precoders correspond to specific choices of λi such as the regularized ZF [33], minimum
mean square error (MMSE), transmit Wiener filter [24], and signal-to-leakage-and-interference ratio
(SLNR) [39] precoders. For example, letting λi = P/K for all UEs leads to the MMSE solution

wk = c
√

Pk

(
I + P

KN0
HH H

)−1

hH
k . (7.20)

Other well-known precoders can also be obtained from (7.19) asymptotically for low and high SNR.
At low SNR (N0 → ∞), (7.19) reduces to

wk = c
√

PkhH
k , (7.21)

i.e., the MRT precoder in (7.4). The MRT MU-MIMO precoder “beam-forms” a layer to its intended
UE, while ignoring interference to co-schedules UEs. At high SNR (N0 → 0), we obtain the ZF pre-
coder

wk = c
√

Pkh†
k (7.22)

where h†
k denotes the kth column of H†, and H† = HH (HHH )−1 is the pseudo-inverse of H. The ZF

precoder beam-forms a layer in the direction to the desired UE while placing nulls in the directions
to co-schedules UEs.16 Since this precoder places nulls at co-scheduled UEs, the UEs will receive
no inter-user interference. However, if the channel vectors for two different UEs are close to parallel,
there will be a gain reduction that leads to a loss in SNR. The regularization of the inverse in (7.19)
and (7.20) mitigates this problem and provides a balance between gain reduction to the desired UE and
interference suppression, which leads to good performance over a wide SNR range.

Linear precoding techniques suffer from performance degradation when the channels to co-
scheduled UEs are highly correlated. This can be improved by using nonlinear precoding techniques.
The optimal approach is the so-called dirty paper coding (DPC) which achieves the maximum sum
rate [51]. The idea with DPC is to precancel interference at the transmitter by using perfect knowledge
about the channel and transmitted signals. It rests on the fundamental result in [12] that interference
does not decrease the channel capacity if the transmitter knows the interference at the receiver, even if
the receiver has no knowledge regarding the interference.

DPC-based precoding can be used in MU-MIMO to eliminate interference between UEs through
coding and interference presubtraction [10]. To realize the viability of such an approach, let H = RQ
be the QR decomposition of the channel matrix. Here, R is a K × K lower triangular matrix and Q is
a K × NT unitary matrix, i.e. QQH = I. By using the precoder

WT = QH (7.23)

16This is a LoS description, but it holds also for multipath channels if “direction” is interpreted in a wider sense.
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the symbols received at the UEs are given by

y = √
P Rs + n. (7.24)

Since R is lower triangular, the received symbol for the kth UE is, ignoring the additive noise term,

yk =
k∑

i=1

ri,ksi , k = 1, . . . ,K, (7.25)

where ri,k denotes the (i, k)th element of R. Hence, the first UE receives no interference, the second
UE receives interference only from the first UE, and so on. Interference presubtraction can then be
achieved by replacing the transmitted symbols sk, k = 1, . . . ,K , by

s′
k = sk − 1

rk,k

k−1∑
i=1

rk,is
′
i , (7.26)

so that the UEs receive the symbols

yk = rk,ksk, k = 1, . . . ,K. (7.27)

Hence, the interference presubtraction has completely removed the interference between UEs. This
scheme can be seen as the Tx equivalent of the successive interference cancellation (SIC) receiver
described in Section 7.2.2.3. An advantage with performing the interference subtraction on the Tx side
is that it does not suffer from error propagation since the transmitted signals are known.

DPC precoding is, however, complex and may be difficult to implement in practice. Numerous
suboptimal, nonlinear precoding techniques with lower complexity have therefore been developed, e.g.
the Tomlinson–Harashima method [14], and Vector Perturbation [18] precoding.

The MU-MIMO precoders described so far have been developed under the assumptions of a
single-cell system with perfect channel knowledge at the transmitting BS. In a practical system the
performance of such precoders is impaired by channel estimation errors and intercell interference. To
mitigate this, the MMSE precoder can be generalized to take channel estimation errors and intercell in-
terference into account [25,27,28]. Such a multicell MMSE precoder has roughly the general structure
(see the cited references for details that have been omitted here for the sake of brevity)

wk ∼
(

I + αĤ
H

intraĤintra + βĤ
H

interĤinter + γ C
)−1

ĥ
H

k (7.28)

where Ĥ denotes estimated channels and C a channel estimation error covariance matrix. The different
terms inside the inverse account for intracell interference, intercell interference, and channel estimation
errors, respectively. The multicell MMSE precoder suppresses interference to co-scheduled UEs within
the served cell as well as the interference to UEs in other cells, while taking the channel estimation
quality into account.
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7.2.2.3 MIMO Receivers
This section gives a brief overview of different MIMO receivers that can be used to suppress interfer-
ence. They are presented in the context of interlayer interference suppression in spatial multiplexing,
but the same principles apply for canceling other types of interference, e.g., intercell interference.

The optimal approach to MIMO receiver design is the maximum likelihood (ML) principle. The
ML receiver searches over all possible transmitted signal vectors to find the most likely one. This is
a nonlinear receiver which usually is too complex to implement. A simpler nonlinear receiver is the
so-called SIC receiver [49]. The idea with SIC is to successively demodulate and decode the different
layers, and to reencode and subtract their contributions to the received signal, layer by layer. Perfor-
mance may be impaired by error propagation, which occurs if a layer is not decoded correctly. This
can be mitigated by ordering the layers so that the layer with highest SINR is decoded in each stage,
so-called ordered SIC.

To reduce complexity further, linear receivers can be used. A linear receiver applies a linear filter
to separate the transmitted layers and then decodes each layer independently. The output of a linear
receiver can be expressed as

z = WRy (7.29)

where z is the NT × 1 vector output of the receiver, WR an NT × NR Rx weight matrix, and y is the
NR × 1 received signal vector before the receiver. The received signal vector can be modeled as

y = √
P Hs + n (7.30)

where H is the NR × NT channel matrix,17 s is the NT × 1 transmitted signal vector, and n is a noise
vector, which is assumed to be spatially white with covariance matrix N0I.

A ZF receiver removes interlayer interference by inverting the channel according to

WR = 1√
P

H† (7.31)

where H† = (HH H)−1HH is the pseudo-inverse of H. The output of the ZF receiver is given by

z = s + 1√
P

H†n. (7.32)

Hence, the ZF receiver eliminates the interference completely and decouples the matrix channel into
NT parallel scalar channels. However, it also increases the noise level at the output of the receiver since
the noise vector n is premultiplied by H†. If H is close to singular, ‖H†‖F will be large and the noise
increase will be large. Furthermore, WR makes the noise spatially colored at the output of the receiver.

17We ignore any potential precoding at the transmitter. In the case of precoding, the precoding matrix could be absorbed in H to
represent an effective channel matrix. NT is then the number of transmitted layers, which could be lower than the number of Tx
antenna elements.
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The SINR of the kth layer on the output of the ZF receiver is given by

SINRk = P

N0

1[(
HH H

)−1
]
k,k

(7.33)

where [·]k,k denotes the kth diagonal element of a matrix. It can be shown that the diversity order and
array gain for each layer is proportional to NR − NT + 1 [32].

The noise enhancement of the ZF receiver can be mitigated by suppressing the interference down to
the noise level instead of canceling it completely. This is accomplished by the MMSE receiver which
is derived by minimizing the squared error between the received and transmitted signal vector. The
solution is

WR = 1√
P

(
HH H + N0

P
I
)−1

HH . (7.34)

The MMSE receiver balances noise enhancement and interference suppression to minimize the total
power of interference and noise. From (7.34) it can be seen that the MMSE solution converges to ZF
for high SNR and to MRC for low SNR. The SINR of the kth layer on the output of the MMSE receiver
is given by [32]

SINRk = 1[(
P

N0
HH H + I

)−1
]

k,k

− 1. (7.35)

7.2.3 ANTENNA ARRAY ARCHITECTURES
As the name suggests, multiantenna techniques require multiple antennas. Although not necessary,
these are often collocated in a single enclosing structure. Multiantenna techniques can also be applied
across several such enclosures of antenna elements, placed in different locations. Herein, we refer
to a collection of collocated antenna elements as an antenna array. This section gives a high-level
description of some different architectures for antenna arrays.

NR is expected to operate in a large span of carrier frequencies: from below 1 GHz up to 100 GHz.
As with many other technology components also the antenna system designs will be different in differ-
ent parts of this vast frequency span. This is partly due to building practices and hardware implementa-
tion issues and partly due to system level and propagation aspects. Without going into implementation
details, this section discusses different antenna array architectures that are viable candidates in differ-
ent parts of this frequency range. Although a 3GPP technical specification rarely dictates a particular
hardware implementation or architecture, it has in several cases been developed to be suited for rele-
vant implementations. Therefore, some parts of the specifications are suitable for certain antenna array
architectures, while others are not.

7.2.3.1 Digital Arrays
In a digital array architecture each antenna element is equipped with its own RF chain and data con-
verters (ADC and DAC). Fig. 7.2 shows a schematic illustration of the transmitting part of a digital
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array architecture. The receiving part would look the same if the DACs are replaced with ADCs. The
antenna array is depicted as a 1-D linear array but it could have any topology, e.g., a 2-D planar array. It
is common practice that each antenna element position is populated with two radiating elements having
orthogonal polarization,18 each polarization having its own RF chain and DAC. However, for ease of
exposition, this is omitted here. The illustration should be seen as functional rather than an implemen-
tation description. Digital arrays designed for OFDM systems also have an FFT/IFFT for each antenna
element, enabling frequency-selective precoding. In principle, different precoding weights can thus be
applied for each subcarrier. In practice, however, this also requires CSI for every subcarrier, which may
not always be available due to, e.g., constraints on the frequency granularity in the CSI feedback in an
FDD system. Therefore, frequency-selective precoding is often used with a subband granularity, where
a subband contains several consecutive subcarriers. Besides being limited by CSI, the granularity of
frequency-selective precoding can also be limited by the signal processing capacity, since calculating
precoding weights per subcarrier can be computationally demanding.

FIGURE 7.2

Digital array architecture. Schematic illustration of the digital array architecture.

Advances in active array antenna technology have made it possible to produce digital arrays with a
large number of elements. Having an RF chain and data converter for each antenna element provides
the highest performance and flexibility. Multiantenna techniques such as spatial multiplexing and in-
terference suppression can reach its full potential when used in a fully digital array. However, a fully
digital array can also be expensive in terms of cost and power consumption. These aspects are partic-
ularly pronounced at millimeter-wave frequencies, since the number of antenna elements is expected
to be large in order to populate a sufficiently large physical antenna area that can achieve a required
link budget. Furthermore, the large bandwidth foreseen to be used at these frequencies requires the
data converters to operate at high sampling rates, leading to high power consumption and heat gen-
eration. A large bandwidth coupled with many digitized antenna elements is also challenging from a
shear data shuffling perspective, putting high demands on data interfaces between the antenna array
and signal processing units. This also leads to high demands on signal processing capacity. Therefore,
a fully digital array is currently a likely implementation only in the low frequency bands. In millimeter-
wave bands, analog and hybrid array architectures will be prevalent, at least in the near future. These
architectures are described in the sequel.

18Physically, it may be a single element with different excitation points.
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7.2.3.2 Analog Arrays
A schematic illustration of the transmitting part of an analog array architecture is shown in Fig. 7.3.
With an analog array, analog beam-forming can be performed by applying a linear phase progression
over the array by means of phase shifters19 in order to steer a beam in the desired direction. If the array
has some form of gain control per antenna element, amplitude tapering can be applied to reduce the
sidelobes in order to mitigate interference to/from other UEs.

With an analog array, beam-forming is usually limited to wideband beam-forming, i.e., the same
beam-forming weights are used over the entire bandwidth. With wideband beam-forming it is therefore
not possible to adapt to the frequency selectivity of the channel. However, the spatial characteristics
of the channel, such as the main direction of energy is typically not frequency dependent. Analog
beam-forming is therefore suited for scenarios where the channel energy has a dominant direction,
e.g., scenarios with LoS, a strong specular reflection or a dominating cluster with low angular spread.

FIGURE 7.3

Analog array architecture. Schematic illustration of the analog array architecture.

A digital array has higher performance potential than an analog array since it provides more degrees
of freedom in the spatial signal processing. However, at millimeter-wave frequencies many degrees of
freedom may not be crucial to the system performance. It is likely that millimeter-wave systems will be
deployed in small cells, at least initially. Since small cells have a high probability of LoS, the benefits
with frequency-selective digital precoding over analog beam-forming becomes small since the angle
and delay spread is small. In a LoS channel with no angle or delay spread, the optimal precoder is
simply a wideband beam-former if interference is ignored. This can be implemented by an analog
array. Efficient interference nulling is difficult to implement with analog arrays, but amplitude tapering
can be performed in the analog beam-forming to reduce sidelobe levels and hence interference.

An important limitation of the analog array architecture from a system design point of view is that
an analog beam-former can only transmit or receive in one direction at a time. Indeed, this has had a
profound impact on the development of the NR specifications. In order to provide support for analog
beam-forming of both data and control channels, a set of procedures called beam management has been
developed. This is described in Section 7.3.4. Also the initial access procedures have been designed to
support analog beam-forming.

19For systems with large relative bandwidth, phase shifts should be replaced by true time delays.
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7.2.3.3 Hybrid Arrays
The fully digital and analog array architectures presented in previous sections represent two extreme
cases, each having their advantages and disadvantages with regard to performance, cost, and com-
plexity. In a hybrid array architecture, more flexibility in these trade-offs is provided by combining
the digital and analog array architectures. Two examples of a hybrid array architecture are shown in
Fig. 7.4, referred to as fully and partially connected, respectively. In the fully connected architecture,
multiple (in this case two) arrays of phase shifters and gain controllers have the same antenna elements.
In this example, two beams with full beam-forming gain can be generated independently of each other,
since each analog chain has its own phase shifters and gain controllers and they are connected to all
antenna elements. These two beams can then be combined digitally in the baseband signal processing,
for example to perform spatial multiplexing or to increase the array gain in a multipath environment.

The partially connected architecture is a less complex hybrid architecture in which each analog
chain is connected to a subarray of antenna elements. A drawback with this architecture compared to
the fully connected architecture is that each analog beam-former cannot achieve the full beam-forming
gain, only the gain provided by an individual subarray. However, full array gain may be achieved by
digital beam-forming over the analog beams created by each subarray, so-called hybrid beam-forming.
The analog and digital beam-former should then point in the same direction, otherwise grating lobes
will appear and the gain is reduced. Hybrid beam-forming may also require some calibration between
the analog subarrays.

FIGURE 7.4

Hybrid array architecture. Schematic illustration of hybrid array architectures.

Drawbacks with the fully connected architecture compared to the partially connected architecture
are higher complexity and losses in the adders and dividers (or combiners in an Rx array). Clearly, the
fully connected array has more components due to the adders and the replication of phase shifters. The
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adders also introduce RF losses that scale linearly with the number of added signals. Furthermore, the
losses in the dividers between the RF chains and phase shifters also scale linearly with the number of
phase shifters, which is larger in the fully connected architecture [16].

With a hybrid array architecture, the channel at antenna element level cannot be observed due to the
analog beam-forming. A challenge is then how to co-design the analog and digital beam-formers. For
the highest performance they should be designed jointly, but this may be too complex. A suboptimal
but simpler approach is to design the beam-formers independently; see Section 7.3.4.3.

A partially connected hybrid array architecture with rectangular subarrays that has been evaluated
extensively in the development of the NR specifications is the so-called panel array [1,3]. In 3GPP, the
subarrays are referred to as panels and each panel is a uniform planar array (UPA) with single- or dual-
polarized elements. An example of panel array with 2×2 panels, each with 4×4 dual-polarized antenna
elements is illustrated in Fig. 7.5. A possible implementation is that analog beam-forming is performed
per polarization in each panel and that each panel has two RF chains, one per beam/polarization. The
panels can be used in different ways. For example, they can be used independently to serve different
UEs or be combined coherently to serve a single UE.

FIGURE 7.5

Panel array. An example a panel array with 2×2 panels, each with 4×4 dual-polarized antenna elements.

7.2.3.4 A Millimeter-Wave Antenna Array System Prototype
An example of a compact millimeter-wave active antenna array system is shown in Fig. 7.6. The upper
left picture shows the top view of an active array antenna module for 28 GHz carrier frequency designed
by Ericsson and IBM Watson Research Center [35,40,15]. One module has 64 dual-polarized antenna
elements20 and can generate one beam per polarization using analog beam-forming. Each antenna
element and polarization has its own front-end radio with phase shifter and gain control, i.e., 128
front-end radio chains in one module. The size of one antenna array is 70 × 70 mm. The lower left
picture shows the bottom view of a module with four radio frequency integrated circuits (RFICs). Each
RFIC has 32 Tx and Rx branches containing mixer, phase shifter, attenuator, PA, low-noise amplifier
(LNA), and TDD switches. The right picture shows a radio unit prototype designed by Ericsson that
consists of two such modules.

20As can be seen in the picture, a module actually has 100 elements but the edge elements are just dummy elements to reduce
border effects.
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FIGURE 7.6

28 GHz active antenna array. Top left: Front view of one module with 8×8 dual-polarized active antennas. Low
left: Back view of one module with four RFICs. Right: A prototype radio unit with two modules.

A high-level architecture of the Tx branches of a radio unit and a connected baseband unit is shown
in Fig. 7.7. The receiver architecture is similar but with ADCs instead of DACs and FFTs instead of
IFFTs. A radio unit is capable of generating four beams independently, one beam per module and
polarization, each having its own ADC/DAC and digital radio. Frequency domain data are transmitted
between the radio and baseband unit over a common public radio interface (CPRI). The bandwidth of
the prototype is 800 MHz and it is capable of delivering four data streams with a total of 15 Gbps peak
data rate. A beam from a module has 23 dBi gain and a half-power beam width of 12◦ in both azimuth
and elevation. Measured azimuth beam patterns for five different beams from one module are shown
in Fig. 7.8.

An Ericsson 5G Testbed system including the 28 GHz radio unit has been used in a 5G trial network
in Pyeongchang, Republic of Korea, in a cooperation between KT Corporation, Ericsson and several
other technology partners [34].

7.2.4 UE ANTENNAS
Antennas of hand-held devices are usually designed to have as close to omni-directional coverage as
possible since the incident waves may come from any direction. At traditional cellular frequencies, the
size of a typical hand-held device is of the same order as the carrier wavelength. At millimeter-wave
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FIGURE 7.7

Architecture. High-level architecture of radio and baseband unit.

FIGURE 7.8

Beam patterns. Measured azimuth beam patterns for five different beams from one module.

frequencies, however, a hand-held device is large compared to the wavelength. This makes it more
difficult to design omni-directional antennas since the device chassis acts as a larger ground plane. On
the other hand, since the physical size of an antenna having a certain gain decreases with increasing
frequency, it is possible accommodate millimeter-wave antenna arrays to the limited form factor of a
hand-held device. One approach to achieve omni-directional coverage at high frequencies is to have
several directive antennas that cover different angular sectors. The antennas can be discrete antennas
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with a fixed beam pattern or antenna arrays performing dynamic beam-forming. If instantaneous omni-
directional coverage is needed each antenna needs its own transceiver, otherwise a single transceiver
can be switched to the currently best antenna.

Having antennas at different locations on the device can mitigate the effects of blockage caused by
the user putting the hand or finger over an antenna. Furthermore, having different angular coverages of
the antennas can reduce the impact of other nearby obstacles such as the user’s body, other people, cars,
etc. In such cases it is important to be able to quickly switch to another direction to find an alternative
propagation path, e.g., a strong reflection [7]. Having different angular coverage of the antennas can
also be beneficial for spatial multiplexing and diversity.

If the device is equipped with antenna arrays, dynamic beam-forming can be used to compensate
for movements and rotation of the device. Due to stringent requirements on cost and power consump-
tion in hand-held devices, implementation by analog arrays is most likely. Providing support for the UE
to dynamically track the best signal direction with analog beam-forming is one of the major new chal-
lenges in NR within the multiantenna area. This support is given by the beam management framework,
described in more detail in Section 7.3.4.

The feasibility of integrating antenna arrays into mobile phones at millimeter-wave frequencies has
been demonstrated with several prototypes. For example, [19] shows a 28 GHz prototype where two
16-element arrays have been integrated on the top and bottom of a cellular phone. Another example of a
28 GHz prototype is shown in [52] where two linear antenna arrays with eight elements each have been
integrated on opposite edges of a mobile phone mock-up with metallic back casing. Fig. 7.9 shows a
schematic illustration of the antenna array placement on the phone in [19] and [52], respectively.

FIGURE 7.9

UE antenna arrays. Prototype millimeter-wave antenna array placement on a phone: (A) in [19], (B) in [52].

A major challenge in UE antenna design is the large number of frequency bands that needs to be
supported by the UE. With the exploitation of new bands in millimeter-wave spectrum this number
will increase even further. Another challenge is that regulatory requirements on RF electromagnetic
field (EMF) exposure of humans are different at millimeter-wave frequencies compared to those in
traditional cellular frequency bands. Although the regulations vary between different parts of the world
it is common that at frequencies above a transition frequency, typically 6 or 10 GHz, the restriction
metric changes from specific absorption rate (SAR) to free-space power density. This change in met-
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ric implies that the maximum permissible transmitted power for a UE may be significantly lower at
millimeter-wave bands than at frequencies used for current cellular technologies [11].

7.2.5 ANTENNA PORTS AND QCL
Although multiantenna features are treated extensively in 3GPP specifications, the antennas are rarely
described as hardware components. Features and procedures are instead referring to so-called antenna
ports. An antenna port is in the 3GPP specifications an abstract concept that is a logical entity rather
than a physical antenna. To ease the understanding of the multiantenna techniques in 3GPP, this section
explains the meaning of an antenna port and the related concept of quasicolocation (QCL) and also
gives some motivation for their definitions.

In many cases it is important for the receiver to know which assumptions it can make on the channel
corresponding to different transmissions. For example, the receiver needs to know which reference
signal transmission it can use to estimate the channel in order to decode a transmitted signal. It is also
important for the UE to be able to report relevant CSI to the BS which it can use for scheduling and
link adaptation purposes. For this purpose, two important concepts were introduced in LTE: antenna
port and QCL. An antenna port by definition functions such ”that the channel over which a symbol on
the antenna port is conveyed can be inferred from the channel over which another symbol on the same
antenna port is conveyed” [4]. The receiver can assume that two transmissions correspond to the same
radio channel if and only if they use the same antenna port [13].

In practice, the antenna port can be said to be defined by the transmitted reference signal. The
reference signal could have been transmitted from a single physical antenna element or using a beam-
former applied on a subarray of elements. For example, even if two signals are transmitted using the
same physical antennas they will correspond to different antenna ports if they are beam-formed with
different weights, since the corresponding effective channels will be different.21 The receiver can use
a reference signal transmitted on an antenna port to estimate the channel for this antenna port and this
channel estimate can subsequently be used for decoding data transmitted on the same antenna port. For
example, the DM-RS (see Section 2.5) in LTE and NR can be used for channel estimation to decode
data transmitted on the same antenna port.

QCL is defined in a similar manner: “Two antenna ports are said to be quasi-co-located if prop-
erties of the channel over which a symbol on one antenna port is conveyed can be inferred from the
channel over which a symbol on the other antenna port is conveyed”. The main difference between
the antenna port and QCL definitions is that the former speaks of the channel while the latter refers
to the properties of the channel. Thus QCL is a less stringent requirement than an antenna port since
only the properties of the channel and not the channel itself need to be the same for quasi-co-located
antenna ports. If two signals have been transmitted on two closely spaced, but different, antennas, they
could experience different channels due to fading but the large-scale properties of the two channels
will probably be the same. In such a case, the two antennas would be different antenna ports but they
would be quasi-collocated. Large-scale properties include second-order statistics of the channel such
as delay/Doppler spread, average channel gain, etc. Such information can, for example, be useful to

21If the beam-forming weights are known to the receiver, it could be the same antenna ports, since then the beam-forming
weights need not be considered as part of the channel.
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the UE for performing channel estimation. An example of antenna ports not being QCL is if they use
antennas from different locations, for example in multipoint transmission.

The concept of QCL was introduced in LTE Release 11 to support different types of multipoint
transmissions. In NR, QCL has a more central role to play since, e.g., the beam management procedures
rely heavily on the QCL concept. In particular, spatial QCL assumptions are used to help the receiver
to select an analog Rx beam during beam management; see Section 7.3.4.4 for details.

7.2.6 CSI ACQUISITION
Acquiring CSI is one of the most important aspects of multiantenna techniques since the quality of the
CSI is often the limiting factor on the performance of multiantenna techniques. CSI in general can be
detailed such as the complex channel matrix for every subcarrier in an OFDM system or coarse, such as
the direction to a UE in LoS. Advanced multiantenna techniques such as MU-MIMO and interference
suppression exploit detailed channel knowledge and therefore put high demands on the CSI acquisition.
The performance gain with such techniques can be very high if perfect CSI is available but in practice
it must be estimated based on measurements. If a sufficient CSI quality cannot be obtained, the gain
with advanced techniques that rely on detailed CSI may vanish.

In 3GPP, the term ‘CSI’ has a more specific meaning, namely the particular reports from the UE
to the BS indicating the channel quality and other channel properties. Most of the CSI parameters
in such reports are actually preferred downlink transmission parameters rather than explicit channel
parameters. The UE estimates the channel quality and other properties based on measurements on
reference signals transmitted in the downlink. The chief downlink reference signal in LTE and NR
for computing CSI is the CSI-RS; see Section 2.5. A CSI report can be periodic, semi-persistent, or
aperiodic. Periodic reports occur at regular time instants, while aperiodic reports are triggered on a per
need basis. Semi-persistent reports are transmitted periodically until further notice. Aperiodic reports
are generally more detailed than periodic reports. In NR, CSI consists of the following components:

• The channel quality indicator (CQI). CQI is an index to the highest modulation and coding scheme
(MCS) that would result in a block-error probability of at most 10%, conditioned on a certain
transmission hypothesis.

• The rank indicator (RI). RI is a recommendation of which transmission rank to use in codebook-
based precoding.

• The precoding matrix indicator (PMI). PMI indicates the preferred precoder to use in codebook-
based transmission, conditioned on the indicated transmission rank.

• The CSI-RS resource indicator (CRI). CRI is used for indicating the best beam in beam management
or beam-formed CSI-RS transmissions. This is described later in this chapter.

• The layer-1 reference signal received power (L1-RSRP). L1-RSRP is the received power as mea-
sured by the UE on a configured reference signal, e.g., a CSI-RS. Layer-1 (physical layer) is in
contrast to layer-3 (RRC) RSRP for which additional filtering is applied.

• The strongest layer indicator (SLI). SLI indicates which column in the precoding matrix that corre-
sponds to the layer with the highest SINR. This can be used for transmitting PT-RS on the strongest
layer to achieve the most accurate phase tracking at millimeter-wave frequencies.

In this section CSI is used in a broader meaning and not necessarily limited to the parameters listed
above.
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CSI is needed for several purposes such as scheduling, selection of multiantenna scheme, rank
and link adaptation (setting MCS), coherent demodulation, and for determining precoding or combin-
ing weights in multiantenna transmission and reception. CSI acquisition is facilitated by transmitting
predefined reference signals known to the receiver. The receiver can then estimate the channel by cor-
relating the received signal with the corresponding reference signal. Channel state information at the
receiver (CSIR) is thereby relatively straightforward to acquire. Acquiring CSIT is more challenging.
The two main alternatives for acquiring CSIT are feedback and reciprocity based. In feedback-based
CSI acquisition, CSI is obtained by feedback from a receiving node that has performed channel
estimation on the transmitted reference signals. Reciprocity-based CSI acquisition relies on the as-
sumption that CSIT can be obtained from measurements on received reference signals. In this section
we discuss CSI acquisition aspects with focus on acquiring CSIT at the BS for downlink transmis-
sion.

7.2.6.1 Reciprocity Based
Reciprocity may in broad terms be defined as that knowledge about the Tx channel can be inferred
from knowledge about the Rx channel. One can think of different degrees of reciprocity, such as:

• The complex channel matrix is the same for the Tx and Rx channels. This is the strongest form of
reciprocity and is in general only possible to achieve in TDD operation.

• The channel second-order statistics, e.g., covariance matrix, is similar for Tx and Rx. Wideband
and long-term channel properties are similar for the uplink and downlink also for FDD systems
which can be utilized for reciprocity-based operation. For example, precoding based on channel
covariance can to some extent be based on reciprocity.

• The angles of departures are the same as angle of arrivals. Fast fading is caused by complex su-
perposition of multiple channel rays, and they will sum up differently for the DL and UL carriers
in an FDD system. The directions of the rays are, however, typically not dependent on the carrier
frequency, so they can be reciprocal in FDD. For example, beam-forming in a LoS channel can be
based on reciprocity.

The rest of this subsection is concerned with the strongest form of reciprocity described in the first
bullet above. Reciprocity-based CSIT acquisition for downlink transmission can be performed by con-
figuring the UE to transmit SRSs in the uplink. The BS can perform channel estimation on the received
SRSs to obtain an estimate of the uplink channel matrix. If reciprocity holds, the uplink channel esti-
mate can then be used as an estimate of the downlink channel. A clear advantage with reciprocity-based
CSI acquisition compared to feedback based acquisition is a reduced overhead, since no feedback
signaling is needed to obtain CSIT. Also the reference signaling overhead is reduced if the number
of BS antenna elements is larger than the number of UE antenna elements, which typically is the
case. With feedback-based CSI acquisition, one reference signal per BS Tx antenna element needs to
be transmitted, while one reference signal per UE Tx antenna element needs to be transmitted with
reciprocity-based CSI acquisition. Another advantage with reciprocity-based CSI acquisition is that it
is less reliant on specification support than feedback-based methods in the sense that it can be used for
any number of BS antenna elements. Feedback-based methods typically use some kind of quantized
channel feedback such as codebooks, and these need to be specified for each supported number of BS
antenna ports and need to be known to both the BS and the UE.
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A disadvantage with reciprocity-based methods is that they can only be used in TDD systems if
the strongest form of reciprocity should be utilized. However, even if the system operates in TDD,
sometimes only partial reciprocity can be guaranteed. Although the propagation channel is reciprocal
in a TDD system,22 the BS transceivers may not be. To utilize reciprocity, also the BS transceivers
need to be reciprocal, i.e., the Tx and Rx branches need to have the same characteristics. This can
be achieved to a certain level of accuracy by reciprocity calibration of the transceivers [50]. Passive
components like the antenna radiating elements are typically reciprocal as long as the same elements
are used for transmission and reception, which, however, may not always be the case.

Another type of partial reciprocity is when the UE has fewer Tx than Rx branches, which is quite
common in hand-held devices in order to save battery time. In this case the UE cannot sound all
antennas simultaneously, since there are not enough Tx branches. This implies that not the full chan-
nel matrix can be estimated from uplink sounding, only the channels to the antennas which have a
connected Tx branch. A possible solution to this problem is to switch the Tx branches between the
antennas sequentially in time until all antennas have been sounded. Partial reciprocity may also be due
to the number of carriers being different in uplink and downlink, which could be the case in carrier
aggregation. Reciprocity can then only be utilized for the carriers that are common for uplink and
downlink.

The discussion of reciprocity has so far concerned the channel between a BS and the served UE,
i.e., the desired link. Interfering links are also important to take into account in multiantenna transmis-
sion. Interference can have a significant impact on link adaptation, scheduling, and precoder design.
Even if the propagation is reciprocal, the interference is typically different in uplink and downlink. For
example, the downlink interference received by a UE from another, non-serving, BS cannot be mea-
sured in uplink by the serving BS. Therefore, even if reciprocity holds for the desired link in a TDD
system, it needs to be complemented by feedback containing information regarding the interference.
The interference feedback does not have to be the interference in itself; it could be the impact of the
interference, e.g., on the quality of the signal after the receiver. Since the BS may not know which
interference suppression capability the UE has in its receiver, it can be better to feed back an SINR
related quantity instead of the actual interference level. One such quantity that is used in LTE and NR
is CQI.

A difference between the downlink and uplink, regardless of TDD or FDD, is that the UE usu-
ally has a much lower Tx power than the BS. This may cause problems with reciprocity-based CSI
acquisition in some scenarios if the UE Tx power is not high enough to yield sufficient SNR in the
channel estimation performed by the BS. Poor channel estimation quality will lead to poor perfor-
mance of downlink multiantenna transmission schemes that rely on detailed channel knowledge, e.g.,
MU-MIMO. It may then be better to use feedback-based CSI acquisition, since the UE can perform
channel estimation at a higher SNR than the BS due to the higher Tx power in the BS.

7.2.6.2 Feedback Based
In downlink feedback-based CSIT acquisition the BS transmits reference signals that are known to the
UE. The UE estimates the downlink channel and feeds back a quantized channel estimate by uplink

22Propagation is reciprocal if the medium is linear. Furthermore, the uplink channel estimation and downlink transmission must
be performed within the channel coherence time so that the channel does not change due to fading.
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signaling. The feedback can be explicit or implicit. With explicit feedback, a quantized and possi-
bly compressed representation of the channel could be reported to the BS, e.g., a quantization of the
channel matrix itself or of the principal eigenvectors of the channel covariance matrix. The channel
feedback can also be complemented by feedback of the interference experienced by the UE. With im-
plicit feedback, preferred transmission parameters are fed back. One example of implicit feedback is
codebook-based CSI acquisition where a number of candidate precoding matrices are collected in a
codebook. The UE then evaluates, based on its channel estimates, which precoding matrix in the code-
book would give the highest performance if used by the BS [29]. The UE then feeds back an index to
the precoder matrix in the codebook, in LTE and NR called a PMI.

Note that the use of codebooks for CSI acquisition does not mean that the BS has to use a precoder
from the codebook in the data transmission. This depends on whether the reference signals used for
coherent demodulation are precoded in the same way as data or not. If the demodulation reference
signals are precoded with the same precoder as the data, the UE does not need to know which precoder
the BS has used in order to demodulate the data. The codebook is in this case only used to feed
back CSI to the BS. The BS can then use this information to design an arbitrary precoder without
informing the UE. An example of a transmission scheme where the demodulation reference signals are
precoded in the same way as data is transmission mode (TM) 9 in LTE. If instead the reference signals
for coherent demodulation are transmitted per antenna element without any precoding, the UE needs to
know which precoder the BS has applied to the data transmission so that the UE can apply this precoder
to the estimated channel before demodulating the data. An example of such a transmission scheme is
TM 4 in LTE, where non-precoded reference signals, so-called cell-specific reference signals (CRSs)
are used for demodulation.

The main advantage of feedback-based CSI acquisition is that it does not rely on reciprocity and can
thus be used for both FDD and TDD. A disadvantage is the signaling overhead required to feed back the
CSI, especially if high-resolution CSI is needed. This can be prohibitive for multiantenna transmission
schemes that need CSI with high resolution, e.g., MU-MIMO, if the number of antenna ports is large.
Feedback-based CSI acquisition is also closely tied to the standard, since it must be specified how
the channel should be represented. For example, with codebook-based precoding a codebook for each
supported number of antenna ports needs to be specified.

A way to reduce the feedback overhead and CSI computation complexity with codebook-based CSI
is to design the codebook based on prior knowledge about a certain channel structure. For example,
if the channel is expected to be correlated between antenna elements a smaller codebook can be used
than if the channel is uncorrelated, since then the channel coefficient for one antenna element is related
to the others. A high correlation between antenna elements is a reasonable assumption for closely
spaced, co-polarized antenna elements in a channel with limited angular spread, e.g., when using a
tower-mounted macro BS antenna. Several codebooks in the LTE and NR specifications have been
designed based on this assumption.

To appreciate the construction of such a codebook, consider the array response vector a(θ) for a
ULA with N elements when a single plane wave from direction θ relative to the array boresight is
impinging upon the array. This vector can be written as

a(θ) =
[

1 e
−j2π d

λ
sin θ

. . . e
−j2π(N−1) d

λ
sin θ

]T

(7.36)
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where λ is the carrier wavelength and d is the distance between two adjacent elements. Making the
substitution ψ = d sin(θ)/λ we obtain

a(ψ) =
[

1 e−j2πψ . . . e−j2π(N−1)ψ

]T

. (7.37)

Hence, a(ψ) has the same structure as the vectors in a discrete Fourier transform (DFT) matrix. Beam-
forming in a direction θ can be achieved by applying a weight vector w = a∗, where ∗ denotes complex
conjugate, to the array. A codebook designed for a ULA can therefore be constructed by DFT vec-
tors corresponding to beam-forming in a number of hypothesized directions, resulting in a so-called
DFT codebook. A set of beams corresponding to beam-formers in different directions is often called a
grid-of-beams (GoB).23

DFT codebooks are used extensively in LTE and NR for codebook-based CSI acquisition. For a
ULA with N elements, the kth precoding vector in such a codebook is given by

wULA(k) = 1√
N

[
1 e

j2π k
QN e

j2π(N−1) k
QN

]T

, k = 0,1, . . . ,QN − 1. (7.38)

Here, Q is a so-called oversampling factor which is used to obtain a finer granularity in the angular
domain than what a codebook with N orthogonal DFT vectors would provide. For a UPA, a corre-
sponding precoding vector is obtained by the Kronecker product of the 1-D precoding vectors in each
dimension, i.e., wUPA(k, l) = wULA(k)⊗wULA(l), where ⊗ denotes the Kronecker product. A common
BS antenna array architecture is the UPA with dual-polarized elements. Since orthogonal polarizations
typically fade independently, a reasonable approach is to have DFT vectors per polarization and a phase
difference between the DFT vectors for different polarizations. Such codebooks have been constructed
for both LTE and NR and contain vectors of the form

w̃UPA(k, l, φ) =
[
wT

UPA(k, l) ejφwT
UPA(k, l)

]T

. (7.39)

DFT-based codebooks are also used when transmitting multiple precoded layers in spatial multi-
plexing. The codebooks therefore contain different combinations of DFT vectors with one vector for
each layer. An entry in the codebook that corresponds to multilayer transmission is therefore a matrix.
When the BS has received a PMI from a UE it can use the corresponding precoding vector for sub-
sequent data transmissions. Alternatively, it can interpret the PMI as a quantized representation of the
channel and design another precoder based on this and possibly also other information.

The feedback overhead associated with codebook-based CSI acquisition can be reduced further by
exploiting that some channel properties are frequency selective, while others may be the same over
the system bandwidth. For example, directional properties are typically the same over the bandwidth,
while polarization properties are frequency selective. By separating the codebook into a wideband and a
frequency-selective part, the feedback overhead can be reduced since the two parts can be reported with
different frequency granularity. An example of this is the so-called dual-stage codebook introduced in
LTE Release 10, in which a precoding matrix in the codebook is factorized as W = W1W2, where

23The beam-forming vectors in a GoB do not necessarily have to be DFT vectors.



7.2 MULTIANTENNA FUNDAMENTALS 229

W1 captures the long-term/wideband properties and W2 the short-term/frequency-selective part. Such
a codebook is useful for dual-polarized arrays with closely spaced antenna elements. In this case,
W1 can perform beam-forming over co-polarized antenna elements while W2 performs co-phasing of
polarizations.

Advances in active array antenna technology leads to the circumstance that the number of digital
elements in a BS array antenna is continuously increasing. Obtaining CSI for a large number of antenna
ports based on codebooks can be prohibitive if this number becomes too large, since it leads to a large
overhead and CSI computational complexity. It will also lead to a lower antenna gain for each antenna
port if the port now becomes connected to a single antenna element instead of a subarray of elements.
This in turn implies a lower SNR in the channel estimation and thereby a lower CSI quality.

A remedy to these problems is to dynamically beam-form the reference signals in a UE-specific
manner. In this way the channel is estimated in beam space instead of element space. This leads to
a lower required number of reference signals and also a higher antenna gain for the transmitted ref-
erence signals. Reference signals can then be transmitted in a few beams instead of on many antenna
elements. The UE then measures the channel quality on each beam-formed reference signal and reports
the preferred beam and CSI for the selected beam. However, this approach requires some prior knowl-
edge about the direction to a UE. This can be obtained by, e.g., uplink measurements or from previous
downlink reference signal transmissions. Since only directions are of interest, full reciprocity is not
necessary, so uplink measurements can be used also for FDD. Previous reference signal transmissions
could be transmitted with a low density in time and/or frequency to give coarse estimates about di-
rections without incurring too much overhead. More dense beam-formed reference signals can then be
transmitted in these directions to acquire detailed channel knowledge in this angular region. A beam
tracking procedure for moving UEs can also be performed where a few candidate beams centered
around the active beam are monitored by the UE.

Beam-forming of reference signals can be beneficial when the BS has many antenna elements and
when the number of UEs in the cell is low. An advantage for the UE is reduced complexity in the CSI
calculations since only a few beams have to be evaluated instead of many precoder candidates. An
example of CSI acquisition using beam-formed reference signals is beam-formed CSI-RS introduced
in LTE Release 13, also called CSI feedback class B [13].

7.2.7 MASSIVE MIMO
Massive MIMO has received considerable attention in both the academic research and the wireless
industry in recent years and is a key technology component for 5G, both for NR and the evolution of
LTE. The term has a relatively well-defined meaning in academic circles, while the wireless industry
often uses it in broader terms. In academic parlance, massive MIMO is usually associated with a digital
array having a large number (hundreds) of antenna elements serving much fewer (tens) UEs using
reciprocity-based MU-MIMO. It is often considered to be restricted to TDD since obtaining CSIT in
an FDD system is difficult if the number of antenna elements is large. In the wireless industry, the term
‘massive MIMO’ is often used for large antenna arrays with somewhat less number of elements which
are not necessarily used for MU-MIMO. The industry sometimes also uses the term ‘massive MIMO’
for analog beam-forming with many antenna elements at millimeter-wave frequencies.

Massive MIMO was initially introduced as an asymptotic notion of letting the number of base sta-
tion antennas grow to infinity [31]. This leads to several interesting theoretical results, such as that
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simple linear precoding with MRT is optimal and that the impact of fast fading, noise, and some types
of interference and hardware impairments vanish thanks to averaging over infinitely many antennas. In
order not to clutter the entire radio resource grid with pilots, channel reciprocity is usually assumed, so
that the downlink channel state can be inferred from uplink measurements. In theory, this could enable
a very high capacity with simple transceivers and scheduling strategies. Of course, in any real-world
implementation the number of antenna elements has to be finite. However, massive MIMO does repre-
sent a paradigm shift from using a few high-end radio transceivers in traditional base stations to a large
number of transceivers with relaxed quality requirements per transceiver. Indeed, several field trials
from both academia and the industry have shown that impressive spectral efficiencies can be achieved
with massive MIMO; see, e.g., [17,36] and Section 1.3.4.

Regardless of how massive MIMO is defined, antenna arrays with a large number of elements are
instrumental to fulfilling the performance requirements for 5G, whether they are used for reciprocity-
based MU-MIMO to increase capacity at lower frequencies, or for analog beam-forming providing
coverage at millimeter-wave frequencies. We do not pursue the massive MIMO-specific discussion
any further here, since many of the issues associated with massive MIMO, such as CSI acquisition and
precoder design, are treated in other sections of this chapter.

7.3 MULTIANTENNA TECHNIQUES IN NR
For low frequencies, multiantenna techniques in NR build to a large extent upon those in later releases
of LTE. However, NR does contain a number of improvements that can increase the capacity and make
it easier to adapt to diverse use cases. A major enhancement is a new flexible, modular, and scalable CSI
framework. This framework also includes a high-resolution CSI reporting mode targeting improved
MU-MIMO operation. For high frequencies, there are more fundamental changes, since LTE was not
designed for millimeter-wave spectrum. The main new feature is the support for analog beam-forming
in both the BS and the UE. This is called beam management and is described in Section 7.3.4.

The first part of this section discusses MIMO transmission over digital antenna ports and how
to acquire CSI to enable such a transmission. The second part is about establishing and maintaining
beam pair links for analog beam-forming, i.e., beam management. While the first part is focused on
low frequencies and the second part on high frequencies, the techniques can be combined using, e.g.,
hybrid beam-forming with multipanel arrays. Beam management can then be used to determine the
analog beam-formers in the panels and the CSI acquisition and MIMO techniques to determine the
digital precoding across panels.

In LTE, the different downlink multiantenna transmission techniques are specified in ten differ-
ent transmission modes. There are transmission modes for supporting diversity, beam-forming, spatial
multiplexing, and CoMP transmission. Beam-forming and spatial multiplexing can be combined using
precoded spatial multiplexing transmission modes. LTE supports open- and closed-loop codebook-
based precoding as well as non-codebook-based precoding. There is also a transmission mode for
MU-MIMO transmission.

The transmission modes also differ in which reference signals are used for demodulation and how
CSI is acquired by the UE and fed back to the network. In the early LTE releases, demodulation and
CSI acquisition was based mainly on CRS transmissions. These are transmitted on every antenna, in
every subframe and resource block and are common for all UEs in a cell. Initially, LTE was designed
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for a relatively few number of antennas. As the number of supported antennas was increased in later
releases, new reference signals were introduced in order to reduce the large overhead a CRS-based
transmission would incur. Separate reference signals for demodulation and CSI acquisition were intro-
duced in Release 10 with DM-RS24 and CSI-RS.

Reference signals for coherent demodulation typically require higher time-frequency density than
what is needed for CSI used for the selection of transmission parameters. By having separate reference
signals for demodulation and CSI acquisition the density can be optimized for their respective purpose.
Furthermore, reference signals for demodulation need only to be transmitted when there is data to
transmit and there is need to occupy only the bandwidth scheduled for the data transmission. Moreover,
and perhaps most importantly, the number of DM-RS ports scales with the number of layers rather
than the number of antenna elements. By letting DM-RS be a UE-specific signal that is transmitted
only when there is data to transmit to the UE, the overhead and intercell interference induced by the
reference signals can be reduced compared to the always-on CRS. This is particularly important at
low traffic load where CRS interference could limit the data transmission performance. DM-RS can
also be precoded with an arbitrary precoder, e.g., with one of the interference suppression MU-MIMO
precoders described in Section 7.2.2.2. This is transparent to the UE, so it does not need to know which
precoder the BS has applied. Furthermore, CRS is transmitted over the whole bandwidth even if there
is no data traffic in the cell, leading to unnecessarily high energy consumption.

For these reasons, CRS has been removed in NR. This provides a more lean, energy-efficient,
flexible and scalable design. Furthermore, the different transmission modes have been removed in NR.
There is only one downlink data transmission scheme, similar to TM 10 in LTE, in which channel
estimation for demodulation and CSI acquisition is based on DM-RS and CSI-RS, respectively. In LTE
the different functions of CSI configuration, measurement, reporting, and multiantenna transmission
were tightly coupled. This has lead to multiple transmission modes, CSI classes, and configurations
and many different options to choose from. In NR, these functions have been decoupled to allow for a
more flexible configuration, making it easier to optimize for diverse use cases. This also makes it more
scalable and renders the introduction of future enhancements easier. For example, NR provides more
flexibility in the reference signal placement and density in the time-frequency grid, dynamic triggering
of different types of reports, and fast feedback.

Besides a more flexible CSI acquisition framework, NR also contains enhancements targeting im-
proved MU-MIMO transmission such as increased number of MU-MIMO layers, high-resolution CSI
feedback and improved interference measurements. Since TDD is expected to be more common in
NR deployments, it also has improved support for reciprocity. This includes increased SRS capacity
and coverage by allowing multiple SRS symbols in one slot, SRS switching when a UE has fewer Tx
than Rx branches, and so-called non-PMI feedback for improved link adaptation when the BS lacks
information regarding the downlink interference (see Section 7.3.1.1).

7.3.1 CSI ACQUISITION
As alluded to previously, the purpose of the new CSI acquisition framework in NR is to decouple
different CSI functionalities so that they can be configured independently leading to a modular, flexible,

24DM-RS was supported already in the first LTE release but was then only used for single-layer data transmission in TM 7.
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and scalable design where it becomes easier to introduce new features and adapt to different use cases.
The framework is common for MIMO transmission and beam management.

NR defines one or more report settings and one or more resource settings. A report setting is
then linked to one resource setting for channel measurement and one resource setting for interference
measurement. A resource setting defines which reference signal resources should be used for mea-
surements, what type of reference signal, and the time-domain behavior of the resource configuration,
i.e., if it is periodic, semi-persistent, or aperiodic. Two different types of reference signals are used for
CSI acquisition in NR, CSI-RS and the synchronization signal block (SSB). The SSB consists of the
PSS, SSS, and physical broadcast channel (PBCH). CSI acquisition using SSB is only used for beam
management; see Section 7.3.4. A report setting tells the UE how the reporting shall be performed and
what a CSI report shall contain. For example, it can include which CSI parameters to report, how the
reporting shall be made in the time and frequency domain, e.g., periodic/semi-persistent/aperiodic and
wideband/subband, measurement restrictions, codebook configuration, etc. The network can dynami-
cally select one or multiple report settings to trigger the desired CSI reports.

Different transmission schemes and use cases can have different CSI requirements. SU-MIMO
transmission typically has lower requirements on the CSI resolution than MU-MIMO, since there are
better abilities to suppress SU-MIMO interlayer interference in the UE receiver. This is due to the fact
that the number of transmitted SU-MIMO layers cannot be larger than the number of Rx antennas in
the UE. In MU-MIMO transmission the total number of layers can be larger than the number of Rx
antennas in the UE, which makes it more difficult to suppress interference in the receiver. Therefore,
MU-MIMO transmission needs to some extent to rely on transmitter interference suppression, e.g., ZF
or MMSE precoding, and this requires high-resolution CSI in order to be effective.

For downlink MIMO transmission, NR has two different CSI reporting types in order to support
different CSI requirements. These are called Type I and II, respectively. Type I is a moderate resolu-
tion reporting mode targeting SU-MIMO operation while Type II has higher CSI resolution aimed at
supporting MU-MIMO transmission, at the expense of a higher feedback overhead. Type I CSI gives
information only about the strongest channel direction, while Type II captures channel multipath by
representing the channel as a linear combination of multiple orthogonal DFT vectors. Type II is suit-
able for FDD since detailed CSI cannot be obtained by reciprocity in this case. It can also be useful for
TDD if full reciprocity cannot be achieved, e.g., due to uncalibrated transceivers.

Feedback-based CSI in NR is based on codebooks. A number of codebooks have been defined,
supporting up to 32 antenna ports. They all have a similar structure and are based on a dual-stage code-
book where a precoder matrix is factorized into two components, W = W1W2, where W1 captures the
wideband channel properties and W2 the frequency-selective part. An example of a wideband channel
property is the dominant propagation directions in the channel, while frequency-selective fading obvi-
ously is a frequency-selective property. The codebooks have been designed for dual-polarized UPAs
for which the dual-stage codebook is a suitable design. For such arrays, dominant channel directions
are conveniently modeled by 2-D DFT vectors for each polarization. The wideband matrix W1 is there-
fore composed of one or multiple such DFT vectors. Applying W1 as a precoder matrix can then be
interpreted as transmitting with beams pointing in the dominant channel directions by using the corre-
sponding DFT vectors as beam-forming weight vectors. The frequency-selective part of the dual-stage
codebook, W2, accounts for co-phasing of polarizations, beams, and/or panels.

Type I CSI reporting consists of a single-panel and a multi-panel codebook. The single-panel code-
book is similar to the full-dimension MIMO (FD-MIMO) codebooks in LTE Release 13 [13] and
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supports transmission ranks up to eight. For rank one, it amounts to selecting a single beam from an
oversampled grid of DFT beams and co-phasing of the polarizations. The DFT vector corresponding
to the selected beam is then contained in W1, while the co-phasing factors are in W2. The multi-panel
codebook is an extension of the single-panel codebook by including co-phasing of panels in a multi-
panel array. Up to four panels are supported. The co-phasing can be either wideband or frequency
selective.

In Type II CSI reporting, W1 contains DFT beam-forming vectors for multiple selected beams
and W2 is a beam combining matrix. Up to four beam-forming vectors can be selected for W1 from
a set of orthogonal DFT vectors. The set of orthogonal DFT vectors can be rotated so that the corre-
sponding beams are better aligned with the dominant directions in the channel. The W2 matrix contains
frequency-selective co-phasing factors for combining the beams selected in W1. There is also an ampli-
tude scaling factor for each beam which can be wideband or a combination of wideband and frequency
selective. The beam selection for W1 is common for both polarizations and, in the case of rank two,
both layers while the co-phasing and amplitude scaling is selected independently per polarization and
layer. The precoding vector for polarization r , layer l, and a particular frequency subband is thus rep-
resented as

wr,l =
K∑

k=1

akbr,l,ke
jφr,l,k (7.40)

where the ak are the selected beam-forming vectors, br,l,k is the amplitude scaling factor, and φr,l,k the
phase. The ak are the same for all subbands, φr,l,k is selected for each subband, and the selection of
br,l,k is either wideband or a combination of per subband and wideband. In this way, channel multipath
can be conveyed by the CSI report, which makes MU-MIMO precoding with interference suppression
more effective. Construction of a precoding beam using Type II CSI reporting is illustrated in Fig. 7.10.

The Type II codebook supports only transmission ranks one and two in order to keep the feedback
overhead at a reasonable level. Due to the relatively high feedback overhead of Type II reporting it
is suitable for low mobility UEs. Tracking a high-mobility UE with high spatial resolution would also
require a high CSI-RS density. Type I reporting may therefore be a better choice for high-mobility UEs.
The Type II beam combining codebook is intended to be used with non-beam-formed CSI-RS. Type II
also has a port selection codebook for beam-formed CSI-RS. The W1 matrix is then a port selection
matrix and amplitude scaling and co-phasing is performed in the same way as for the beam combining
codebook.

Although the CSI report contains indices to parameterized precoding vectors, the BS can use any
precoder in the data transmission since the DM-RS is precoded in the same way as data. The CSI report
is only a recommendation of transmission parameters which the BS can choose to follow or not. The
CSI report can be used by the BS to reconstruct the vector in (7.40), which can be interpreted as an
approximation of the channel as estimated by the UE. Based on this, the BS can for example apply one
of the interference suppression MU-MIMO precoders described in Section 7.2.2.2.

The Type II codebook is similar to the LTE Release 14 advanced CSI codebook but allows for
selection of more beams and has finer granularity in the amplitude and phase quantization. Further-
more, for arrays with more than 16 antenna ports there is a restriction in LTE that beam selection can
be made only from a subset of all possible beams, a restriction that has been removed in NR. These
enhancements can give a substantial performance gain of the NR codebook compared to the LTE code-
book. Simulation results in [38] for MU-MIMO transmission in the 3GPP UMi scenario showed 24%
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and 56% increased average and cell edge user throughput, respectively, of the NR Type II codebook
over the LTE Release 14 advanced CSI codebook. A Type II codebook for 32 BS Tx antennas using
four beams and combined wideband and subband feedback of the amplitude scaling was used in the
simulations.

FIGURE 7.10

Type II CSI. Illustration of CSI Type II codebook.

7.3.1.1 Interference Measurements
The discussion of CSI has so far concerned the channel to the served UEs. Another important CSI
component is the interference experienced by the UE. In the early LTE releases it was not specified
how the UE should estimate the interference; it was up to UE implementation [13]. A typical approach
was to estimate the intercell interference based on CRSs. A problem with this approach is that CRS
is always transmitted regardless of the traffic load. At low load the intercell interference will therefore
be dominated by CRS transmissions from neighboring cells. This means that CRS-based interference
estimation will overestimate the interference on the data channel at low traffic load. Another problem
is that the network has no control over how the UE averages its interference estimates.

To improve the interference estimation, a so-called CSI-IM configuration was introduced in LTE
Release 11 [13]. This allows the network to control in which resource elements the UE should measure
interference. A CSI-IM resource is just a CSI-RS resource in which nothing is transmitted from the
BS to the UE that has been configured with the resource, a so-called ZP CSI-RS. Since the CSI-IM
collides with data transmissions from other cells instead of CRSs, interference estimation at low traffic
load can be improved.

In NR, the bandwidth of CSI-IM is configurable so that the UE can be configured to measure
interference on only a part of the frequency band. This can be useful when mixing different services in
different parts of the frequency band, so that interference is measured only in the part that is occupied
by the service that the UE uses.

In LTE, CSI-IM is used for intercell interference estimation in SU-MIMO operation. For MU-
MIMO it is important to also consider multiuser interference between the co-scheduled UEs within the
cell. NR has therefore introduced support for multiuser interference measurements based on non-zero-
power CSI-RS (NZP CSI-RS). Each UE in a multiuser group is then configured with one NZP CSI-RS
resource for channel measurement and one NZP CSI-RS resource per co-scheduled UE for multiuser
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interference measurements. CSI-IM with ZP CSI-RS can still be used for intercell interference estima-
tion in NR.

With reciprocity-based CSI acquisition, the downlink channel can be estimated from uplink sound-
ing. However, in order to choose proper transmission rank and link adaptation parameters, the BS needs
to know the SINR in the UE, which also depends on the interference. To convey this information to
the BS for reciprocity operation, NR supports so-called non-PMI feedback where the UE reports RI
and CQI, but not PMI. The BS can estimate the downlink channel based on SRS transmission from
the UE and design a precoding matrix based on the channel estimate. The BS then transmits precoded
CSI-RS with the determined precoding matrix and the UE can calculate RI and CQI based on the pre-
coded CSI-RS taking its particular receiver algorithm into account. If the BS performs subsequent data
transmission with the same precoding matrix, there is no mismatch between the data precoding and the
precoding assumed in the CSI calculation.

7.3.2 DOWNLINK MIMO TRANSMISSION
The downlink MIMO transmission in NR is mainly based on non-codebook-based precoding using
CSI-RS for CSI acquisition and DM-RS for coherent demodulation. For reciprocity-based operation,
CSI can be obtained by uplink sounding complemented by RI and CQI feedback. For feedback-based
CSI, the codebooks described in the previous section can be used. In this case, a typical downlink
MIMO transmission consists of the BS first transmitting CSI-RS for CSI acquisition. The CSI-RS could
be beam-formed or transmitted per antenna element. The UE estimates the channel and calculates CSI
based on the channel estimate. The CSI can consist of RI, PMI, and CQI. For beam-formed CSI-RS,
it can also include CRI to indicate the best beam. The UE then sends a CSI report to the BS which
uses the report to determine MIMO transmission parameters and performs the data transmission. NR
supports MU-MIMO transmission with up to 12 layers with orthogonal DM-RS ports. Up to eight UEs
can be spatially multiplexed. In SU-MIMO transmission, a UE can receive up to eight layers. Hybrid
beam-forming with multipanel arrays can be performed by using beam management for the analog
beam-forming and the multipanel codebook for the digital precoding.

While LTE supports various Tx diversity schemes such as SFBC, FSTD, and large-delay CDD,
Tx diversity is currently not explicitly supported in NR and has to be performed in a specification-
transparent manner, e.g., using precoder cycling in frequency.

7.3.3 UPLINK MIMO TRANSMISSION
NR Release 15 supports two transmission schemes for the uplink data channel, i.e., physical uplink
shared channel (PUSCH): codebook-based transmission and non-codebook-based transmission. Tx
diversity for PUSCH is not specified and thus needs to rely on specification-transparent methods. For
DFTS-OFDM codebook-based uplink transmission is limited to rank one, since the use case for DFTS-
OFDM is coverage limited UEs. For CP-OFDM, codebook-based uplink transmission supports up to
rank four.

Codebook-based transmission can be used for both FDD and TDD. Since it is based on CSI feed-
back from the BS, it can be used when reciprocity does not hold, e.g., for FDD or for TDD when
a UE is not reciprocity-calibrated. In codebook-based uplink transmission for NR, the UE transmits
non-precoded SRSs. A UE can transmit one or two SRS resources and an SRS resource can have up to
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FIGURE 7.11

Codebook-based uplink transmission. An example of codebook-based uplink transmission.

four ports. The BS determines CSI based on the received SRSs and instructs the UE to use the deter-
mined CSI parameters. In this case CSI consists of SRS resource indicator (SRI),25 transmit precoder
matrix indicator (TPMI), and transmit rank indicator (TRI). SRI indicates the selected SRS resource,
TRI the preferred transmission rank, and TPMI the preferred precoder over the ports in the selected
resource, where the precoder is selected from the uplink codebook. The UE then performs the uplink
transmission based on the CSI report from the BS.

An example illustrating codebook-based precoding is shown in Fig. 7.11. In this example, the UE
has two linear arrays with four antennas each on opposite sides of the device. An SRS resource can
in this example correspond to one array and the ports within an SRS resource to the antenna elements
within an array. In step (A) in Fig. 7.11, the UE transmits SRS resource 1 on the left array and SRS
resource 2 on the right array. The ports within a resource are mapped to the antenna elements in each
array. In step (B), the BS evaluates the different precoding matrices in the codebook for the two SRS
resources and determines the best SRS resource, transmission rank, and precoding matrix and signals
SRI, TRI, and TPMI to the UE. In this example, SRI = 1, TRI = 1, and TPMI = 2. The dashed
beams in (B) illustrate all beams in the codebook and the solid beam illustrates the selected beam
corresponding to SRI = 1 and TPMI = 2. Finally, in step (C), the UE uses the selected precoding
matrix for the PUSCH transmission.

For codebook-based transmission, NR supports three levels of coherence capabilities of a UE: full,
partial, and non-coherent. A UE with full coherence can transmit coherently over all antenna ports, i.e.,
it can control the relative phase between all Tx chains. A UE with partial coherence is able to transmit
coherently over pairs of antenna ports, and a non-coherent UE cannot transmit coherently over any
antenna ports. The uplink codebook consists of different parts adapted to the different UE coherence
capabilities. The part for full coherence is similar to the NR downlink codebook and the part for partial
coherence consists of precoders that combine ports within coherent pairs. For non-coherent UEs, a part
with one layer per antenna port is used. For example, rank one transmission in this case uses a port

25SRI is not reported if only a single SRS resource has been configured.
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selection codebook. The BS can configure the UE to use a subset of the entire codebook depending
on its coherence capability. The codebook subset can be “full + partial + non-coherent”, “partial +
non-coherent”, or “non-coherent”. For example, a fully coherent UE is allowed to use the entire uplink
codebook, while a non-coherent UE can only use the non-coherent part.

When reciprocity holds, non-codebook-based transmission is an option. The SRS transmission can
then be precoded. The BS can transmit CSI-RS to help the UE to design suitable precoders for the
SRS transmission. In this case the UE can transmit up to four SRS resources where each resource
has one port. The BS then determines one or multiple SRIs based on the received SRSs and the UE
transmits one layer per SRI after it has received the report from the BS. Hence, in this case the trans-
mission rank is equal to the number of SRIs. One way to use non-codebook-based transmission is
that the UE designs precoders using channel estimates based on received CSI-RSs and transmits pre-
coded SRS using these precoders; one SRS resource per precoder. The BS then selects one or multiple
precoders and indicates these to the UE by reporting the corresponding SRIs. The UE then trans-
mits one layer per indicated SRI using the corresponding precoder. An example that illustrates this is
shown in Fig. 7.12. In step (A), the BS transmits CSI-RS from which the UE can estimate the chan-
nel. Based on this estimate, the UE designs precoders for the SRS transmission. In step (B), the UE
transmits two precoded SRS resources, each with a single port. In step (C), the BS determines the
best SRS resource and signals this to the UE with an SRI, in this case SRI = 1. In step (D), the UE
performs data transmission using the same precoder as was used for the SRS resource indicated by
the BS.

FIGURE 7.12

Non-codebook-based uplink transmission. An example of non-codebook-based uplink transmission.



238 CHAPTER 7 MULTIANTENNA TECHNIQUES

Uplink Tx diversity is not explicitly specified, but open-loop Tx diversity can be performed trans-
parently by, e.g., frequency hopping. Furthermore, Tx antenna selection diversity can be performed by
utilizing SRI or CSI-RS.

7.3.4 BEAM MANAGEMENT
One of the main new features in NR is the support for analog beam-forming, which is foreseen to be
prevailing at millimeter-wave frequencies. For this purpose a new framework called beam management
has been developed in order to support analog beam-forming at both the BS and the UE side. Beam
management has been defined in 3GPP as a set of Layer 1/2 procedures to acquire and maintain a set of
BS and/or UE beams26 that can be used for downlink and uplink transmission/reception [1]. It includes
a number of features, such as:

• Sweeping. Covering an angular sector by sweeping analog beams over the sector.
• Measurement. Measuring the quality of different beams.
• Reporting. Reporting beam information such as which beams are best and their measured qualities.
• Determination. Selecting one or a few beams out of a number of candidate beams.
• Indication. Indicating which beam or beams has been or have been selected for data transmission.
• Switching. Switching to another beam if another beam gets higher quality than the current beam.
• Recovery. Finding a new beam if the current beam cannot maintain a communication link due to,

e.g., blockage.

If analog beam-forming is used in both the BS and the UE, beams at both sides need to be found so
that beam pairs rather than just beams need to be acquired and maintained. Beam management is used
for both data and control channels, i.e., the physical downlink shared channel (PDSCH) and physical
downlink control channel (PDCCH) (see Chapter 2). Multiple beam pair links can be established for
robustness, joint transmission or spatial multiplexing.

Beam management is intended to be a fast process by involving only Layer 1 and 2 signaling.
It is aimed at maintaining beam pair links between a UE and beams from one BS or several tightly
synchronized BSs. Mobility between unsynchronized BSs is handled by other procedures involving
slower Layer 3 signaling. The beam management framework has also been designed for flexibility so
it can be adapted to different use cases. For example, for short data sessions, when only small amount
of data should be transmitted/received, a quick beam management procedure using a coarse level of
accuracy could be used, while a more refined procedure can be invoked for longer sessions.

A general principle of beam finding is to transmit reference signals in a number of candidate beams
and estimate the quality of the received reference signal at the receiver for each candidate Tx beam.
In NR, two different reference signal types can be used for downlink beam management: SSB and
CSI-RS. For uplink beam management, SRS can be used. A reference to the beam(s) with highest
quality is then reported back to the transmitter so that the transmitter knows which beam is best to
use in subsequent data transmissions. For NR downlink, an index to a previously transmitted reference
signal (SSB or CSI-RS) is used as a reference to the best beam, so-called SSB resource indicator

26The NR specifications seldom use the term “beam”. What we mean by beam herein is what in the NR specifications is referred
to as spatial domain Tx filter or spatial domain Rx filter.
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(SSBRI) or CRI. Similarly, the receiver can find its best Rx beam by estimating the quality of the
received reference signal for each candidate Rx beam. During the Rx beam finding procedure, the
transmitter should repeat the transmission of the reference signal in the same Tx beam so that the
receiver can make a fair comparison of the candidate Rx beams. These procedures should be repeated
whenever needed to track UE movements and changes in the radio environment.

The main focus of this section is on downlink beam management. In many cases uplink beam man-
agement is not needed. If the BS and UE has so-called beam correspondence, the beam pair links
established by downlink beam management procedures can also be used for uplink without any need
for separate uplink procedures. Beam correspondence is a kind of reciprocity that implies that a BS or
UE can determine its Tx beam based on measurements on its Rx beams, or vice versa. For example, if a
set of beam-forming weights gives the same beam pattern for the Tx and the Rx, beam correspondence
holds. If beam correspondence does not hold, separate uplink beam management procedures can be in-
voked. These are similar to the corresponding downlink procedures. Uplink specific beam management
aspects are summarized at the end of this section.

7.3.4.1 Beam Acquisition During Initial Access
Before a UE enters the network, a BS does not have any information about the direction to the UE.
The signals in the initial access procedure therefore need to be transmitted and received without any
prior knowledge about the direction to the UE. At low frequencies, these signals can be transmitted
with a wide beam that covers the entire angular sector of the cell. At millimeter-wave frequencies,
however, the antenna gain with such a wide beam may not be sufficient to achieve the desired coverage.
Therefore, NR supports beam-forming also of initial access signals. Since the direction to a UE is not
known a priori, the set of beams carrying the initial access signals must cover the entire sector, e.g., by
beam sweeping.

The first signals that the BS transmits to aid a UE to access the network are contained in the SSB.
The purpose with SSB is to provide coarse time and frequency synchronization and basic system in-
formation such as how the UE shall access the system, indication of the physical cell identity (ID),
and where to find the remaining configurations. The SSB is transmitted periodically and can be beam-
formed in order to ensure sufficient cell coverage. The SSB is then transmitted repeatedly in different
beams, a so-called SSB burst set. For carrier frequencies above 6 GHz, up to 64 beams can be used
within an SSB burst set of 5 ms. This burst set is then repeated with a specified periodicity. For initial
cell selection the default value of the SSB burst set periodicity is 20 ms. See Fig. 7.13 for an illustration
of beam-forming of SSB.

During initial access, the UE measures the different SSBs in an SSB burst set in order to determine
the best BS Tx beam. If the UE has analog beam-forming it can measure multiple SSB burst sets
to find a suitable Rx beam, or it can use a wide beam. The UE then transmits the physical random
access channel (PRACH) preamble in a resource that is associated to the SSB that corresponds to the
determined BS Tx beam. If the UE has analog beam-forming and beam correspondence, the UE can
transmit the preamble with a Tx beam that corresponds to the Rx beam it used when receiving the SSB
from the best BS Tx beam. The BS can receive the PRACH preamble using a wide beam or the same
beams it used for transmitting the SSB burst set. When the BS has received the PRACH preamble it
can deduce from the corresponding PRACH resource which BS Tx beam was best for that UE. The BS
can then use the identified Tx beam in possible beam refinement procedures or subsequent data and
control transmission.
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FIGURE 7.13

SSB burst. Two SSB burst sets with N beams in each set.

Since the SSB can be transmitted with a periodic beam sweep, it is also useful for beam manage-
ment purposes. SSB can be used not only for initial beam acquisition but also for other purposes such
as input to beam refinement procedures and discovery of new beams when a UE moves or if changes
occur in the radio environment. In some cases, SSB may be all that is needed in beam management.
The SSB transmissions can be used both by the BS and the UE to find suitable Tx and Rx beams.

To provide robustness against mobility and blockage and to reduce signaling overhead, the SSB
beams can be relatively wide so that the cell can be covered by a few beams. For UEs with low data
rate requirements or good channel conditions it may be sufficient to use the wide beams acquired during
initial access also for the data transmission. In other cases, narrower beams with higher gain can be
acquired by subsequent beam refinement procedures. The beams found during initial access can then
be useful as input to the beam refinement procedures, e.g., to trigger a beam sweep with narrow beams
centered around the direction estimated during initial access.

7.3.4.2 Beam Management Procedures
Although not explicitly stated in the specifications, downlink beam management has been divided into
three procedures [1]:

• P-1. The purpose of P-1 is to find initial BS Tx beam(s) and possibly also UE Rx beam(s) by
performing a beam sweep over a relatively wide angular sector.

• P-2. This is used for beam refinement of the BS Tx beam(s) by performing a beam sweep in a more
narrow angular sector than in P1.

• P-3. This is used for performing an Rx beam sweep at the UE. In P-3, the BS Tx beam is fixed
during the UE Rx beam sweep.

There are similarities between the procedures and not all procedures are needed. Furthermore, P-2 can
be a special case of P-1. An example of how the P-1, P-2, and P-3 procedures can be performed is
schematically illustrated in Fig. 7.14. In P-1, the BS performs a beam sweep over an angular sector
that covers the entire cell by transmitting a unique reference signal in each beam. To limit the number
of beams in such a wide beam sweep the beams could be relatively wide to give an initial, coarse
estimate of the best beam direction. The reference signal could be, e.g., the SSBs during initial access
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or a periodic CSI-RS transmission that has been configured for beam management. The UE measures
the power of the received reference signals from all BS Tx beams using a wide Rx beam and reports
to the BS which beam has the highest received power. In P-2, the BS performs beam refinement by
an aperiodic CSI-RS transmission using narrower beams in an angular sector around the best beam
reported by the UE in P-1. The UE measures the power of the received CSI-RSs from these BS TX
beams, still using a wide Rx beam, and it reports to the BS which of the narrow beams has the highest
received power. In P-3, the BS transmits CSI-RS repeatedly in the best narrow beam reported by the
UE in P-2 so that the UE can perform an Rx beam sweep to find its best Rx beam by measuring the
power of the received CSI-RS in each Rx beam. In the data transmission, the BS uses the best BS Tx
beam found during P-2 and the UE uses the best UE Rx beam found during P-3.

Note that this is just one example of how to perform beam management and other ways are possible.
For example, P-1 could be a joint BS Tx/UE Rx beam sweep in which the UE sweeps its Rx beams for
each BS Tx beam. The BS then has to repeat the reference signal transmissions in each BS Tx beam so
that the UE can evaluate different Rx beams for every BS Tx beam. Therefore, this approach is more
costly in terms of reference signaling overhead and beam acquisition time.

To provide robustness against blocking, a UE can be configured to monitor PDCCH on multiple
beam pair links. For example, while data transmission is being performed on an active beam pair link,
the UE can monitor PDCCH on another beam pair as a backup link for swift fallback if there should
be a sudden blockage of the active link.

FIGURE 7.14

Beam management procedures. Schematic illustration of the beam management procedures P-1, P-2, and P-3.

Which beam management process to use is not explicitly configured. Instead, the CSI acquisi-
tion framework described previously is used to configure a UE with the pertinent report and resource
settings. For beam management, a report setting can for example contain information regarding the
number of beams to report on, which CSI parameters to report (e.g., L1-RSRP), time-domain behav-
ior, and frequency granularity of the reporting. A resource setting can contain information regarding
which reference signal type (CSI-RS, SSB) the UE shall measure on, time-domain behavior, and one
or multiple resource sets each containing multiple CSI-RS resources.

7.3.4.3 Beam Measurement and Reporting
A central component in beam management is measuring and reporting of the quality of different can-
didate beams. In downlink beam management, measurements are performed by the UE on SSB or
CSI-RS transmitted by the BS. Beam sweeping using CSI-RS is more flexible than SSB since there is
more freedom in configuring the CSI-RS transmission. For example, the number of beams and their
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coverage area can be configured more flexibly. A CSI-RS beam sweep is UE-specifically configured,
so it is possible to tailor a beam sweep for a particular UE. For example, the beams in a CSI-RS beam
sweep can be narrow beams centered around a wide beam acquired from SSB during initial access.
A CSI-RS beam sweep does not need to be transmitted periodically but can be triggered whenever
needed. Other advantages with CSI-RS over SSB for beam management are that CSI-RS is more wide-
band and can use two antenna ports, which potentially could lead to more reliable beam measurements.
For example, two antenna ports can be used for transmitting with two orthogonal polarizations in order
to reduce polarization mismatch losses. An advantage with using SSB for beam management is that
SSB is transmitted for initial access purpose anyway, so using it also for beam management incurs no
additional reference signal overhead.

CSI-RS for beam management can be periodic, semi-persistent, or aperiodic. Periodic and semi-
persistent CSI-RS can be efficient in wide beam sweeps for acquiring coarse beams when there is little
a priori information as regards the directions to UEs, or for beam sweeps at high load for covering
a service area containing multiple UEs. To save signaling overhead, aperiodic CSI-RS can be more
efficient at low load to perform a refined, UE-specific beam sweep when there is some prior knowledge
about the direction to the UE.

The quality metric used for beam management is L1-RSRP for both SSB and CSI-RS. In the case
that CSI-RS resources with two ports have been configured, the UE shall report the linear average over
both ports. Information as regards which beam the UE has selected is conveyed by reporting an index
to the corresponding CSI-RS resource, i.e. CRI. The UE can be configured by the network to report a
number of strongest beams.

NR also supports that the UE can report a group of BS Tx beams that can be received simultaneously
by the UE, e.g., by using different antenna panels. This can be useful for establishing multiple beam
pair links for robustness, joint transmission or spatial multiplexing. The grouping-based reporting can
be turned on and off on a per UE basis.

For non-grouping-based reporting, the UE can be configured to measure on up to 64 beams in
a beam sweep and report up to four beams in an reporting instance. The reports are transmitted on
physical uplink control channel (PUCCH) or PUSCH depending on the reporting being periodic, semi-
persistent, or aperiodic.

Measurement and reporting for beam management and CSI acquisition have a common framework
so it can be used for both purposes by different configurations. At low frequencies with digital beam-
forming, beam management is typically not needed. In this case, the UE can be configured to measure
on a number of CSI-RS resources, select the best resources, and report CSI for these resources. At
high frequencies with hybrid beam-forming the optimal approach would be to jointly optimize the
analog beam-formers and the digital precoder. However, this may not be feasible due to high com-
putational complexity and signaling overhead. A more practical approach is to determine the analog
beam-formers and digital precoder separately. The analog beam-formers can then be determined using
a beam management procedure followed by design of the digital precoder using the selected analog
beams and the CSI acquisition framework. For example, the BS can first transmit SSB or CSI-RS con-
figured for beam management in order to select beam pair links. The UE measures and reports indices
and qualities of the preferred beam pair links. The BS can then transmit CSI-RS for CSI acquisition
using the selected beam pair links. The UE measures on the CSI-RSs and reports CQI, PMI, and RI.
The BS then transmits data using the selected analog beams and digital precoder.
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7.3.4.4 Beam Indication
For downlink, NR supports beam management with and without beam indication. Beam indication is
an indication to the UE which Tx beam the BS will use in coming data or control transmission so that
the UE can update its Rx beam accordingly. This may be needed when analog beam-forming is used
in the UE. If the BS changes its Tx beam the UE may need to change its Rx beam at the same time so
that it matches the new BS Tx beam, or the link may be lost. It can also be needed for the UE to know
which beam to receive a CSI-RS beam sweep in a limited sector (a P-2 procedure). To be able to do
this with analog beam-forming, the UE needs to know beforehand which Rx beam to use so that it can
switch to that beam when the data is transmitted with the new Tx beam. The downlink beam indication
provides information to the UE so that it can use an Rx beam that is suitable for the new Tx beam.

Beam indication is needed when several beam pair links are maintained, e.g., when monitoring
multiple PDCCHs, or when a joint BS Tx and UE Rx beam sweep is performed. In that case all
combinations of BS Tx beams and UE Rx beams are evaluated, the UE reports the best beam pairs and
the BS selects which Tx beam to use. A beam indication is then needed since the UE needs to know
which Tx beam the BS uses in order to set its Rx beam.

In other cases, explicit beam indication may not be needed. For example, if a single beam pair link
is used for PDSCH and PDCCH transmission and the UE reports only the best BS Tx beam in a beam
sweep, the UE does not need any beam indication provided that the BS uses the reported beam in
the next transmission. When operating without beam indication, different BS Tx beams are evaluated
under the assumption that the UE holds its Rx beam fixed and different UE Rx beams are evaluated
under the assumption that the BS holds its Tx beam fixed. The UE can be informed that the BS keeps
its Tx beam fixed by a CSI-RS resource set configuration that contains an information element which
indicates that the BS repeats its CSI-RS transmission in the same Tx beam. For example, in a sequential
P-2/P-3 procedure the BS first performs a P-2 Tx beam sweep and the UE keeps its Rx beam fixed (or
uses a wide beam). After the P-2 procedure, the BS updates its Tx beam without informing the UE
and triggers a P-3 UE Rx beam sweep. After the P-3 procedure, the UE updates its Rx beam without
informing the BS. The UE only needs to remember which Rx beam was best and use that information
in the next reception without any beam indication from the BS. An advantage with operation without
beam indication is the reduced signaling overhead and delay associated with beam indication.

A beam indication is a reference to a previously transmitted reference signal in the form of a spa-
tial QCL relation. More specifically, it is an indication that the UE can assume that the DM-RS of
PDSCH/PDCCH is spatially quasi-co-located with a previously transmitted downlink reference signal,
e.g., a particular SSB or CSI-RS resource. This means that the UE can use the same Rx beam for the
coming data/control transmission as it used when it received the indicated reference signal. Beam in-
dication can also be used to provide a spatial QCL relation between different reference signals, e.g.,
that an aperiodic CSI-RS is spatially quasi-co-located with an SSB. This could be used for, e.g., beam
refinement when an aperiodic CSI-RS beam sweep should be performed with narrow beams within a
wide SSB beam.

Downlink beam indication is performed by signaling a so-called transmission configuration indica-
tor (TCI) to the UE which provides a spatial QCL reference that the UE can use to set its Rx beam. This
is similar to the PDSCH rate matching and quasicolocation indicator (PQI) used for CoMP operation in
LTE. The UE is configured with a list of TCI states by higher-layer signaling, where each TCI state is
configured with a set of CSI-RS or SSB IDs. In each state, one CSI-RS or SSB ID that should be used
as spatial QCL reference is selected. The beam indication is then performed by signaling a selected
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TCI state to the UE that it should use for obtaining a QCL reference for the coming PDSCH/PDCCH
transmission. By maintaining multiple TCI states, the BS can dynamically switch between different Tx
beams. Before the TCI states have been configured and activated, the UE can assume that the DM-RS
of PDSCH is spatially quasi-co-located with the SSB determined in the initial access procedure. This
means that the UE can use the same Rx beam it used when it received the SSB during initial access.
A TCI state can also contain a QCL reference for time/frequency parameters such as delay and Doppler
spread. Reference signal for time/frequency QCL can be, e.g., a TRS (see Section 2.5). For frequen-
cies below 6 GHz, a TCI state may contain only a time/frequency QCL reference and no spatial QCL
information.

7.3.4.5 Beam Recovery
Narrow-beam transmission and reception is useful for improving the link budget at millimeter-wave
frequencies but this may become susceptible to so-called beam failure. A beam failure means that the
quality of the beam pair links for all control channels becomes too low for maintaining communication.
This can be caused by, e.g., sudden blockage or failure in a beam management process. This may be
lead to radio link failure (RLF) wherein a costly higher-layer reconnection procedure is needed. To
avoid this, NR supports a faster procedure using lower layer signaling to recover from beam failure,
referred to as beam recovery. For example, instead of initiating a cell reselection when a beam pair link
quality becomes too low, a beam pair reselection within the cell can be performed.

Beam failure is detected by monitoring a beam failure detection reference signal and assessing if a
beam failure trigger condition has been met. The beam failure detection reference signal can be SSB or
a periodic CSI-RS configured for beam management and is associated with the Tx beam with which a
control channel is transmitted. Beam failure detection is triggered if a number of consecutive detected
beam failure instances exceeds a maximum value, where a beam failure instance occurs if the block
error rate (BLER) of a hypothetical PDCCH transmission is above a threshold.

To find candidate new beams, the UE monitors a beam identification reference signal, which can be
SSB or a periodic CSI-RS configured for beam management. These reference signals can be transmitted
with wider beams than the ones used for data. They can be used both for finding a new BS Tx beam
and a new UE Rx beam. When a UE has declared beam failure and found a new beam it transmits a
beam recovery request message to the serving BS. The BS responds to the request by transmitting a
recovery response over PDCCH to the UE and the UE monitors the control channel for the response.
If the response is received successfully, the beam recovery is completed and a new beam pair link
has thus been established. If the UE cannot detect any response within a specified time, the UE may
perform a retransmission of the request. If the UE cannot detect any response after a specified number
of retransmissions, then it notifies higher layers, potentially leading to RLF and cell reselection.

7.3.4.6 Uplink Beam Management
As mentioned previously, if the BS and UE have beam correspondence, separate procedures for uplink
beam management are not needed, since the beam determination can be based on downlink proce-
dures. If beam correspondence does not hold, separate uplink procedures similar to P-1, P-2, and P-3
described previously can be used. These are referred to as U-1, U-2, and U-3, and are based on uplink
reference signals.

In uplink beam management, SRS is used in a similar way as CSI-RS is used in downlink beam
management. An uplink beam management procedure is initiated by the BS by triggering one or several
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SRS resource sets, where each resource set contains a number of SRS resources. One SRS resource is
transmitted per UE Tx beam, the BS measures the received SRSs, determines a preferred UE Tx beam,
and reports an SRI to the UE. The UE may also repeat an SRS transmission in a Tx beam so that the
BS can find a suitable Rx beam. Multiple SRS resource sets can be used to train multiple beam-formers
in parallel by triggering one set per beam-former.

Uplink beam indication may be needed so that the UE can adjust its Tx beam based on the Rx
beam used by the BS. This may be needed also when beam correspondence holds and no separate
uplink beam management is performed. Beam indication for uplink is supported for PUCCH and SRS.
PUCCH can be spatially related to SRS or downlink signals such as SSB or CSI-RS. Such spatial
relations can be used if the UE has beam correspondence. For example, if a UE receives a downlink
RS in an Rx beam pointing in a certain direction it can perform an uplink transmission in a Tx beam
pointing in the same direction. If the UE does not have beam correspondence, it can use a previously
transmitted SRS for determining its Tx beam.

7.4 EXPERIMENTAL RESULTS
In order to lend some empirical support to the theoretical descriptions in previous sections, this sec-
tion shows results from two different measurement campaigns that demonstrate the effectiveness of
beam-forming at millimeter-wave frequencies. In the first campaign, an assessment of the achievable
beam-forming gain using analog beam-forming in different environments was made and in the second
campaign, successful beam tracking of a high speed UE was demonstrated. Furthermore, we present
some results from system simulations using 3GPP models that illustrate what SINR levels and beam-
forming gains can be expected in an urban macro scenario at 30 GHz for different antenna sizes at the
BS and the UE.

7.4.1 BEAM-FORMING GAIN
In [42], measurements of beam-forming gain using analog beam-forming at 15 GHz in different envi-
ronments were reported. The measurements were performed with a 5G test-bed using a planar antenna
array with 8×8 antenna elements divided into 32 subarrays of 2×1 antenna elements each. Analog
beam-forming using a 2-D GoB with 48 beams was applied over the subarrays to generate beams with
an azimuth and elevation half-power beam width (HPBW) of 14◦. Reference signals were transmitted
sequentially in each beam and a UE prototype measured and logged average received power of the
reference signals for all beams every 100 ms along a drive route. The analog beam grid is depicted in
Fig. 7.15.

Fig. 7.16 shows estimated beam-forming gain along a drive route in an outdoor environment con-
sisting of a square with surrounding buildings and streets. Buildings and the BS position are indicated
in the sketch of the environment. The BS is mounted 7 m above the ground and faces the 110 m ×
60 m square, which is surrounded by buildings of two to eight storeys. The measurement positions on
the square are in LoS and the positions on the four streets out from the square are mainly in NLoS
from the BS. The beam-forming gain was estimated by comparing the received power in the strongest
beam with the received power averaged over all beams. The brightness of each dot on the route shows
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FIGURE 7.15

GoB. Beam grid used in the measurements.

FIGURE 7.16

Beam-forming gain. Estimated beam-forming gain along an outdoor drive route.

the estimated beam-forming gain for that position.27 Since the analog beam-forming is performed over
32 subarrays, the maximum beam-forming gain is 15 dB. It is clear from this figure that the LoS po-
sitions on the open square in front of the BS have higher beam-forming gain than the NLoS positions
on the streets behind buildings. It can also be seen that the beam-forming gain is somewhat higher in

27The thinner black parts of the route correspond to lost connections.
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the center of the square than in the positions close to the surrounding buildings where reflections have
a negative impact on the beam-forming gain.

Fig. 7.17 shows cumulative distribution functions (CDFs) of the estimated beam-forming gain from
the drive route shown in Fig. 7.16. The measurement results have been separated into LoS and NLoS
positions along the route. The results show that the beam-forming gain is high in the LoS positions,
mainly in the range 10–13 dB. As expected, the beam-forming gain in the NLoS positions is lower,
around 7–12 dB. Results of measurements in an indoor environment with rich multipath were also
reported in [42]. In this environment, the beam-forming gain was around 6–11 dB. Although the gain
with analog beam-forming is substantial also in the reflective environments, there is potential for higher
gain with digital precoding that can utilize several different propagation paths. The potential gain with
hybrid beam-forming was also assessed in [42] by assuming a perfect coherent combining of the best
analog beams. A substantial improvement was found by combining only a few beams. To achieve a
certain total beam-forming gain, more beams were required in the reflective environments.

FIGURE 7.17

CDF of beam-forming gain. CDF of estimated beam-forming gain.

7.4.2 BEAM TRACKING
NR should support use cases with high mobility such as users traveling with high speed in, e.g., trains
and cars. At millimeter-wave frequencies it may be essential to track moving users with narrow beams
using analog beam-forming. Experimental results of beam tracking at 28 GHz of a car moving at high
speed have been reported in [26]. The measurements were performed with a test system consisting of
four transmission points deployed along a race track in Republic of Korea and one UE mounted on top
of a car. Each transmission point had a rectangular antenna array with 16 × 4 = 64 antenna elements
per polarization. Analog beam-forming was performed by using a GoB shown in Fig. 7.18. The HPBW
of the array was 6◦ in azimuth and 24◦ in elevation. The UE had four dual-polarized, directive antennas
covering different angular sectors. The bandwidth of the system was 800 MHz and supported MIMO
transmission of two layers providing a peak rate of about 7.8 Gbps.
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FIGURE 7.18

GoB. Beam grid used in the measurements.

Beam tracking was performed by transmitting beam-formed reference signals which were measured
upon and reported by the UE. In the beam selection, beams from all four transmission points were
evaluated and the best beam was selected regardless from which antenna the beam was transmitted.
The transmission points were connected to the same baseband. Drive tests were performed on the race
track at speeds up to 170 km/h. Fig. 7.19 shows the downlink throughput and UE speed as a function
of time along the drive route. It can be seen that at low speed the throughput exceeded 6 Gbps and at
the highest speed of 170 km/h, a throughput of up to 3.6 Gbps was achieved. Furthermore, successful
beam switching was reported in [26], even though the car stayed in a beam for only 25 ms at high
speeds.

FIGURE 7.19

Throughput. Downlink throughput and UE speed vs. time.

7.4.3 SYSTEM SIMULATIONS
Finally, this section provides some results from system simulations using a 3GPP NR scenario and
channel model that show how analog and hybrid beam-forming can increase the SINR at millimeter-
wave frequencies.
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Ideally, the analog beam-forming gain is 10 log10(NT NR) (dB), where NT and NR is the number
of Tx and Rx antenna elements, respectively. However, as discussed in Section 7.2.1, this can only be
achieved in highly correlated channels when a LoS or specular reflection direction is known both at the
transmitter and the receiver so that a beam can be steered in this direction. In practice angular spread
will limit the analog beam-forming gain. Furthermore, with analog beam-forming a limited number of
hypothesized directions must be tested sequentially in time to find the best beam direction, typically
by using a fixed GoB. Since the true direction will not coincide exactly with an angle grid point,
a so-called straddling loss will incur. To evaluate the beam-forming gains that are more realistic to
achieve, we show results from system simulations based on models that take these effects into account.

We evaluate the downlink SINR as a function of the number of antenna elements in a BS panel
for an urban macro scenario at 30 GHz carrier frequency using the 5G channel model28 in [2]. The
inter-site distance is 200 m and other simulation assumptions are as in [37]. We assume that the BS has
one, two, or four square panels with NT × NT dual-polarized antenna elements each. Furthermore, we
assume that analog beam-forming is performed per polarization within each panel and that the panels
and polarizations are combined to a single transmit layer using SVD precoding assuming perfect CSIT.
Two different UE antenna configurations are considered: one with and one without beam-forming. For
the case without beam-forming the UE is assumed to have one dual-polarized isotropic antenna and for
the case with beam-forming the UE is assumed to have two panels mounted back-to-back, where each
panel has 2 × 4 dual-polarized antenna elements. During data reception only the UE panel with highest
received power during the beam management procedure is used, i.e., panel combining is not used in
the UE. It assumed that analog beam-forming is performed per polarization within this panel and that
the polarizations are combined with interference rejection combining.

An ideal beam management procedure is simulated by finding the best pair of analog Tx beam
at the BS and analog Rx beam at the UE. The beams are selected from a GoB constructed from
DFT beams without angular oversampling. The zenith angles in the BS GoB are given by the angles
180◦ · (n− 1/2)/N,n = 1, . . . ,N , where N is the number of antenna rows in a panel, that lie in the in-
terval [90◦ 160◦]. The azimuth angles in the BS GoB are given by the angles 180◦ · (n−1/2)/N −90◦,
n = 1, . . . ,N , where N is the number of antenna columns in a panel that lie in the interval [−60◦ 60◦].
The same analog beam is used in both polarizations and in all BS panels in the case that it has multiple
panels.

Fig. 7.20 shows the 5- and 50-percentile, respectively, in the SINR CDF over all UEs in the network
as a function of the number of BS antenna elements, N2

T , per panel assuming square panels each having
NT × NT elements. The different curves are for different numbers of BS and UE panels. The solid
curves are for the cases with one, two, or four BS panels and two UE panels. The dashed curves are the
corresponding results for a single dual-polarized antenna at the UE.

The results show that without any BS or UE beam-forming the performance is not acceptable, since
the 5-percentile SINR is below −16 dB. With a single 8 × 8 BS panel and two 2 × 4 panels in the
UE, the 5-percentile SINR is increased to −4 dB, which is a significant improvement. The results also
show that doubling the number of BS panels gives roughly a 3 dB increase in SINR. Doubling the
number of antenna elements within a panel gives slightly less than 3 dB 5-percentile SINR gain for

28However, recall from Chapter 3 that the highly resolved properties of the channel model have not been experimentally vali-
dated.



250 CHAPTER 7 MULTIANTENNA TECHNIQUES

FIGURE 7.20

Simulation results. SINR vs. the number of antenna elements in a BS antenna panel obtained from system simula-
tions using the 3GPP urban macro 5G channel model.

large panels. This may be due to the angular spread in the channel combined with narrow analog beams.
Note that the multiple panels in the BS have in these simulations been used for coherent combining
to increase coverage. Alternatively, the panels could be used to increase capacity by, e.g., MU-MIMO
transmission.

The SINR gain of beam-forming in the UE, i.e., going from a single dual-polarized antenna in the
UE to switching between two 2 × 4 panels, is around 2–3 dB at the 5-percentile and around 5–6 dB
at the median. A possible explanation of the lower SINR gain at the 5-percentile is that UEs with low
SINR are probably located indoors and/or in NLoS and therefore experience a larger angular spread
which will limit the analog beam-forming gain.
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8
CHAPTER

CHANNEL CODING

Forward error correction (FEC) schemes play a fundamental role in every digital communication sys-
tem, because they provide robustness against noise and other channel uncertainties (e.g., imperfect
channel-state information). The large range of use cases envisaged for 5G NR (see Chapter 1) makes
the problem of designing good FEC schemes particularly challenging. Indeed, together with the tra-
ditional enhanced mobile broadband (eMBB) use case, which involves providing a high data rate
to mobile users, 5G NR will also support two new use cases: massive machine-type communication
(mMTC), which aims at guaranteeing connectivity to a very large number of low-cost and low-energy
devices, and ultrareliable low-latency communications (URLLC), which deals with providing connec-
tivity with latency and reliability levels that are orders of magnitude more stringent than in eMBB
and mMTC [28]. As we shall see, the FEC schemes that are optimal for data transmission in eMBB
may be suboptimal in URLLC applications, where the latency constraint imposes severe restrictions
on the code blocklength. Furthermore, whereas the problem of designing good FEC schemes for
large blocklength values is well understood both from a theoretical and a practical implementation
viewpoint, designing good FEC schemes for short blocklength is—as we shall see—still an area of
research.

In this chapter, we shall provide an introduction to FEC schemes for 5G NR. Focusing first on a
simple binary-input additive white Gaussian noise (AWGN) channel, we shall first characterize the
fundamental trade-off between rate, packet error probability, and blocklength using recently developed
nonasymptotic tools in information theory [29].

We shall then review the family of low-density parity-check (LDPC) and polar codes that have
recently been selected for data and control channel, respectively, in 5G new-radio (NR) eMBB trans-
mission [1], and benchmark their performance against the theoretical bounds given by nonasymptotic
information theory. We will also review other FEC schemes that are competitive for short blocklengths
and may be relevant for URLLC applications.

Finally, looking beyond what is currently standardized in NR, we shall consider the problem of
communicating over multiantenna fading channels, and we shall use nonasymptotic information theory
to shed light on the role of frequency and spatial diversity (see Chapter 1), with specific focus on
the URLLC use case. We shall see that the use of space-frequency codes is necessary to achieve the
required ultrahigh reliability. All the performance results reported in this chapter can be reproduced
using the numerical routines described in [10,20], which are available online.

5G Physical Layer. https://doi.org/10.1016/B978-0-12-814578-4.00013-8
Copyright © 2018 Elsevier Ltd. All rights reserved.
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8.1 FUNDAMENTAL LIMITS OF FORWARD ERROR CORRECTION
8.1.1 THE BINARY AWGN CHANNEL
We shall focus for simplicity of exposition on the binary-input AWGN (bi-AWGN) channel, i.e., a
memoryless discrete-time AWGN channel

yk = √
ρxk + wk, k = 1, . . . , n, (8.1)

whose input symbols {xk} belong to the binary alphabet {−1,1}. We assume that the additive noise
samples {wk} are independent and identically distributed zero mean, unit variance Gaussian random
variables. Hence, ρ can be thought of as the signal-to-noise ratio (SNR). Finally, n in (8.1) denotes the
number of discrete-time channel uses that can be employed to transmit a packet of information bits.

8.1.2 CODING SCHEMES FOR THE BINARY-AWGN CHANNELS
We shall next review the fundamental limits on the rate at which we can communicate over this channel
for a given latency (expressed in terms of number of channel uses) and reliability constraint. To do so,
we first introduce the concept of a channel coding scheme for the channel (8.1). We shall focus on
coding schemes with codewords whose entries belong to the binary field F2 and assume that each
binary coded symbol ck is mapped into the binary phase-shift-keying (BPSK) symbol xk = 2ck − 1 in
the Euclidean space.

Definition 1. A (n,M,ε) (binary) coding scheme for the channel (8.1) consists of:

• An encoder f : {1,2, . . . ,M} �→ F
n
2 that maps the information message j ∈ {1,2, . . . ,M}, where

M = 2k and k is the number of information bits, to a codeword in the set {c1, . . . cM}, with cm ∈ F
n
2,

m = 1, . . . ,M . The set of M codewords is commonly referred to as the channel code or the code-
book.

• A decoder g : IRn �→ {1,2, . . . ,M} that maps the received sequence y ∈ IRn into a message
ĵ ∈ {1,2, . . . ,M}, or, possibly, it declares an error. This decoder satisfies the average packet er-
ror probability constraint

P
{
ĵ �= j

} ≤ ε. (8.2)

The rate R of a (n,M,ε) coding scheme is R = log2(M)/n = k/n. A remark on terminology is at
this point appropriate. Following [26], we differentiate between a code (i.e., the list of codewords) and
a coding scheme (i.e., the code together with the encoder and the decoder), because a given code can be
decoded using different decoding algorithms (often of drastically different complexity), yielding differ-
ent coding schemes. We warn the reader that this distinction is frequently omitted in the coding-theory
literature.

8.1.3 PERFORMANCE METRICS
We define the maximum coding rate R∗(n, ε) as the largest rate achievable with (n,M,ε) coding
schemes. Mathematically,
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R∗(n, ε) = sup

{
log2(M)

n
: ∃ (n,M,ε) coding scheme

}
. (8.3)

Determining R∗(n, ε), which describes the fundamental trade-off between rate, blocklength, and packet
error probability in the transmission of information, is a fundamental problem in information theory,
with a long history. In a seminal and groundbreaking contribution, Shannon characterized the asymp-
totic behavior of R∗(n, ε) in the limit n → ∞ for general memoryless channels [35]. Specifically, he
showed that, for every 0 < ε < 1, the maximum coding rate R∗(n, ε) converges to a constant C—the
so-called channel capacity—that depends on the characteristics of the channel. The consequence of
this result is that, for every transmission rate R less than C, there exists a sequence of coding schemes
with rate R and vanishing packet error probability as n → ∞. Conversely, one can show that if R > C,
then the packet error probability over most memoryless channels of practical relevance (including the
bi-AWGN channel (8.1)) goes to 1. This means that reliable communication is possible only at rates
less than C.

For the bi-AWGN channel in (8.1), the channel capacity is given by

C = 1√
2π

∫
e−z2/2

(
1 − log2

(
1 + e−2ρ+2z

√
ρ
))

dz. (8.4)

The proof of Shannon’s coding theorem is based on a random-coding argument, and it does not provide
a constructive way to approach the channel capacity. Indeed, it took about 50 years from the publication
of Shannon’s paper for the coding community to demonstrate near-capacity performance with practical
coding schemes [11]. We shall review some of these coding schemes in Section 8.2.

It is worth stressing at this point that the channel capacity C is an asymptotic performance metric
describing the behavior of the maximum coding rate R∗(n, ε) in the limit n → ∞. This means that
capacity cannot be used to benchmark the performance of coding schemes in which the blocklength n

is short, as it is expected in some 5G use cases, due, for example, to a latency constraint.
This observation has renewed the interest in nonasymptotic characterizations of the maximum cod-

ing rate R∗(n, ε). The exact computation of such a quantity is a formidable task unless the number
M of codewords is very small (e.g., M = 4; see [39]). However, tight upper (converse) and lower
(achievability) bounds on R∗(n, ε) that can be computed efficiently can be obtained for a variety
of channels for practical interest for 5G, including the bi-AWGN channel (8.1), using the finite-
blocklength information-theoretic tools recently introduced in [29].

Such upper and lower bounds are depicted in Fig. 8.1 for the bi-AWGN channel. Specifically,
Fig. 8.1A illustrates the tightest known bounds as a function of the blocklength n, for a target error
probability of 10−4 and ρ = 0 dB. Equivalently, we can use the bounds to study the minimum packet
error probability ε∗(n,R) achievable for a fixed blocklength n and rate R:

ε∗(n,R) = min
{
ε : ∃ (n, �2nR�, ε) coding scheme

}
. (8.5)

This is illustrated in Fig. 8.1B where the bounds on ε∗(n,R) are plotted as a function of the mini-
mum energy per bit Eb normalized with respect to the noise power spectral density N0, which for the
bi-AWGN channel, is given by

Eb

N0
= ρ

2R
. (8.6)
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FIGURE 8.1

Bounds on the maximum coding rate R∗(n, ε) and on the minimum probability of error ε∗(n,R) achievable on
the bi-AWGN channel (8.1). (A) R∗(n, ε) as a function of n for ε = 10−4, ρ = 0 dB. (B) ε∗(n,R) as a function of
Eb/N0 for R = 0.5, n = 512.

In both figures, the converse bound (which is an upper bound on R∗(n, ε) and a lower bound on
ε∗(n,R)) is based on the minimax converse [29, Thm. 27] (see [14] for details). The achievability
bound (which is a lower bound on R∗(n, ε) and an upper bound on ε∗(n,R)) is the random-coding
union bound with parameter s (RCUs) [23, Thm. 1], a relaxation of the RCU bound [29, Thm. 16]
that lends itself to efficient numerical evaluation. The dotted curve in Fig. 8.1A is the so-called normal
approximation [29, Eq. (223)] to the maximum coding rate R∗(n, ε), which is given by

R∗(n, ε) ≈ C −
√

V

n
Q−1(ε) + 1

2n
log2 n. (8.7)

Here, V is the channel dispersion, which, for the bi-AWGN channel, is

V = 1√
2π

∫
e−z2/2

(
1 − log2

(
1 + e−2ρ+2z

√
ρ
) − C

)2
dz, (8.8)

and Q−1(·) is the inverse of the Gaussian Q-function. In Fig. 8.1B, the normal approximation is

ε∗(n,R) ≈ Q

(
C − R + (2n)−1 log2 n√

V/n

)
. (8.9)
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FIGURE 8.2

Normalized rate Rnorm of some of the coding schemes reviewed in this chapter when used over the bi-AWGN
channel (8.1). Here, ε = 10−4.

As can be seen from Fig. 8.1, the bounds characterize tightly the nonasymptotic performance met-
rics of interest, i.e., R∗(n, ε) and ε∗(n,R). Furthermore, the normal approximation, which is simple
to evaluate numerically, turns out to be accurate in the parameter range considered in the figure. It is
worth highlighting that this approximation is typically inaccurate in scenarios where both the required
packet error probability and the SNR are low. In such scenarios, approximations based on saddle-point
methods [23] should be used instead.

As we shall see in Section 8.3, the nonasymptotic bounds depicted in Fig. 8.1 can be generalized
to include the presence of fading, and the use of pilot-aided transmission, and multiple antennas. Such
generalizations provide valuable insights on how to optimally communicate over multiantenna fading
channels.

The nonasymptotic bounds in Fig. 8.1 provide a natural way to benchmark the performance of prac-
tical coding schemes, which is more informative than the classic error probability vs. Eb/N0 curves.
Specifically, one fixes a code of a given blocklength n and rate R, and determines the minimum SNR
ρmin(ε) needed to achieve a target error probability ε. Then one defines the normalized rate

Rnorm = R

R∗(n, ε)
(8.10)

where the maximum coding rate R∗(n, ε) can be evaluated, for example, using the normal approxima-
tion (8.7) with ρ in (8.4) and (8.8) replaced by ρmin(ε). Note that Rnorm is a normalized performance
metric that allows one to compare coding schemes of different blocklengths and different rates. The
larger Rnorm, the better the coding scheme.

Fig. 8.2 summarizes the performance over the bi-AWGN channel of some of the coding schemes
we will review in the next sections of this chapter. As we shall see, there exist three different regimes in
which different coding schemes are preferable: the short-blocklength regime, the moderate-blocklength
regime, and the large-blocklength regime.
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In the large-blocklength regime (n ≥ 1000), modern codes that are decoded with belief propagation,
such as multiedge-type LDPC codes and turbo codes, are the most competitive solutions. At moderate
blocklengths (400 ≤ n ≤ 1000), good performance can be achieved using polar codes decoded with
successive-cancellation decoding with a large list size and combined with an outer cyclic-redundancy
check (CRC) code. Finally, in the short-blocklength regime (n ≤ 400), some of the most promising
solutions involve the use of short algebraic codes or linear block codes based on tail-biting trellises,
decoded using near-maximum-likelihood (ML) decoding algorithms such as ordered-statistic decoding
(OSD) [17], or LDPC codes over high-order finite fields. These insights have been taken into account
in the 3GPP standardization activities. Indeed, LDPC codes will be used to protect the new-radio (NR)
eMBB data channel and polar codes to protect the NR eMBB control channel [1].1

This confirms that nonasymptotic information-theoretic analyses provide concrete and useful guide-
lines on the design and the selection of actual coding schemes. We will see further examples of this
principle in Section 8.3.

8.2 FEC SCHEMES FOR THE BI-AWGN CHANNEL
8.2.1 INTRODUCTION
Designing codes for large blocklengths is a well-investigated problem and effective solutions are avail-
able. Indeed, modern codes (e.g., turbo and LDPC codes) offer excellent performance under suboptimal
but low-complexity iterative decoding algorithms such as belief propagation (BP). The design problem
is more open for short blocklengths. On the one hand, the BP decoding performance becomes increas-
ingly unsatisfactory when the blocklength decreases; on the other hand, a reduction in the blocklength
makes it feasible to use near-maximum-likelihood decoding algorithms, which, when applied to, e.g.,
classical algebraic codes, yield performances that are sometimes superior to what can be achieved by
modern codes with BP decoding.

In this section, we shall review some of the code constructions that are of interest for NR. Our
emphasis will be mainly on the short- and moderate-blocklength regimes. For simplicity, we shall focus
exclusively on the bi-AWGN channel. Also, in the spirit of the book, we shall highlight the general
principles of each coding scheme, without delving too much into the many additional features (e.g.,
rate flexibility and suitability to hybrid automatic-repetition-request protocols) that are required for a
coding scheme to be compatible with the requirements set in NR. Since our focus is on the bi-AWGN
channel, we will not discuss coded-modulation techniques. We just highlight that the approach used
in LTE to map coded bits into modulation symbols, which relies on bit-interleaved coded modulation
(BICM), is suboptimal because it yields a well-known shaping loss for high-order constellations. This
is particularly relevant for NR, which will support constellations belonging to sets of cardinality as
large as 256. A different approach, which is becoming increasingly popular in fiber-optic applications,
is to use the probabilistic shaping method proposed in [9]—an ingenious technique that provides rate
adaptation and reduces significantly the shaping loss.

1The standardization of the coding schemes to be used in the other use cases is still ongoing.
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8.2.2 SOME DEFINITIONS
We start our review by collecting here some standard definitions concerning linear block codes that
will turn out to be useful in the remainder of this chapter (see, e.g., [31] for more details).

We say that the list of codewords C of an (n,2k, ε) binary coding scheme (see Definition 1) is a
(n, k) linear block code if the 2k codewords are a k-dimensional subspace of the vector space of all
binary n-tuples. Here, addition and multiplication are the ones of the binary field F2. It follows by this
definition that the codewords of a (n, k) linear block code can be expressed as a linear combination of
k linearly independent codewords g1,g2, . . . ,gk . In other words, the set {g1,g2, . . . ,gk} forms a basis
for C. We can use this basis to perform encoding as follows. Let the so-called k × n generator matrix
of the code be defined as2

G =

⎡
⎢⎢⎢⎣

g1
g2

...

gk

⎤
⎥⎥⎥⎦ . (8.11)

Then the encoder output c = f (j) corresponding to the input message j ∈ {1, . . . ,2k} is

c = bG (8.12)

where b is the k-dimensional binary representation of j .
The (n − k)-dimensional dual space C̃ of C is the set of all binary n-tuples c̃ satisfying

c̃cT = 0, ∀c ∈ C. (8.13)

Let {h1,h2, . . . ,hn−k} be a basis of C̃. The parity check matrix (PCM) H of C is the (n− k)×n binary
matrix

H =

⎡
⎢⎢⎢⎣

h1

h2

...

hn−k

⎤
⎥⎥⎥⎦ . (8.14)

Note that if c ∈ C then

cHT = 0. (8.15)

This highlights the important role of the PCM for error detection at the decoder. A linear block code is
defined uniquely by the matrices G and H.

For a given (n, k) linear block code, let X = {x(1),x(2), . . . ,x(2k)} be the set of BPSK coded
sequences in the n-dimensional Euclidean space corresponding to the 2k codewords. Under the as-
sumption that the information message j is drawn uniformly from {1,2, . . . ,2k}, the decoding rule that
minimizes the packet error probability ε is the maximum-likelihood (ML) decoding rule

2Following the standard convention in coding theory, all vectors in the remainder of the chapter are row vectors.
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ĵ = arg max
m∈{1,...,2k}

p(y |x(m)) (8.16)

where p(y |x) denotes the channel law (8.1),

p(y |x) = 1√
2π

exp

(
−‖y − √

ρx‖2

2

)
. (8.17)

It follows from (8.17) that the ML decoding rule (8.16) can be equivalently expressed as

ĵ = arg min
m∈{1,...,2k}

‖y − √
ρx(m)‖2. (8.18)

Stated explicitly, the ML decoder selects the message whose corresponding BPSK coded sequence is
closest to the received signal y in the Euclidean space.

Assume that the coded sequence x(1), corresponding to j = 1, is transmitted. The probability that
a different coded sequence x(�) with � �= 1 is closer to the received signal y than x(1) depends on the
Euclidean distance between x(�) and x(1). Specifically,

P{ĵ = � | j = 1} = Q

(√
ρ‖x(�) − x(1)‖

2

)
. (8.19)

Let now Kd be the average number of coded sequences that have a neighbor at distance d . It follows
from (8.19) and from an application of the union bound that [16, Eq. (2.32)]

ε ≤
∑
d

KdQ

(√
ρd

2

)
. (8.20)

The upper bound in (8.20) is typically dominated by the first term

KdminQ

(√
ρdmin

2

)
(8.21)

where dmin is the minimum Euclidean distance between any two coded sequences. This quantity is
equal to twice the minimum Hamming weight of the nonzero codewords in C. The bound (8.20) high-
lights the dependence of the packet error probability ε on the distance spectrum of the code. More
sophisticated and tighter bounds on the packet error probability of linear block codes under ML decod-
ing are described in [33]. It is worth highlighting that the evaluation of the ML rule (8.18) is in practice
unfeasible already for values of k larger than a few tens of bits because of the complexity, unless the
code possesses structures that facilitate it.

8.2.3 LDPC CODES
8.2.3.1 Fundamentals of LDPC Codes
LDPC codes are a class of linear block codes characterized by a PCM that is sparse, i.e., it contains
only few nonzero entries. Originally proposed by Gallager [18] in the 1960s, and later rediscovered
and generalized in the 1990s [22,5], LDPC codes provide a performance close to capacity for a large
set of communication channels. These codes are currently deployed in several standards, including
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FIGURE 8.3

Tanner graph of the linear code with parity-check matrix given in (8.22).

IEEE802.11n, IEEE802.16e (WiMAX), IEEE 802.11ad (WiGig) and DVB-S2. As we shall briefly
review, the sparseness of the PCM enables the use of low-complexity iterative decoding algorithms,
which provide often near-ML performance. Throughout this section, we shall focus on binary LDPC
codes. Extensions to higher fields are discussed in Section 8.2.5.3.

An (n, k) binary LDPC code is defined in terms of a m × n sparse PCM. Here, m ≥ n − k, which
implies that the PCM may be rank deficient. A convenient way to represent the PCM is through its
Tanner graph representation [37]. A Tanner graph of an LDPC code is a bipartite graph, i.e., a graph
in which the nodes are of two different types, and the edges connect only nodes of different types.
These two types of nodes are commonly referred to by variable nodes (VNs), which are as many as the
codeword length n, and by check node (CN), which are as many as the number of rows m in the PCM,
i.e., as many as the parity-check equations. The Tanner graph is constructed from the PCM by drawing
an edge between the ith check node and the j th variable node whenever the entry [H]ij of the PCM
contains a 1. As an example, the linear block code with PCM given by

H =
⎡
⎣1 1 0 1 1 0

1 0 1 0 1 1
0 1 1 1 0 1

⎤
⎦ (8.22)

is equivalently described by the Tanner graph depicted in Fig. 8.3.
We say that a LDPC code is regular if all VNs have the same degree, i.e., they are connected to

the same number of edges, and the same occurs for the CNs. In the example of Fig. 8.3, all VNs have
degree 2 and all CNs have degree 4. Allowing for VNs and CNs of different degrees, which results in
irregular LDPC codes, turns out to be beneficial from a performance viewpoint [30]. Irregular LDPC
codes are typically described in terms of their degree distributions, which provide the fraction of all
edges connected to VNs/CNs of each degree.

Coarsely speaking, the decoding of LDPC codes is an iterative process, often referred to as BP, in
which log-likelihood ratios (LLRs) about the coded bits are exchanged along the edges of the Tanner
graph. Each decoding iteration consists of two phases: a first phase in which, at each VN, the LLRs
from the channel and from the upcoming edges are processed and transformed in updated LLRs sent to



262 CHAPTER 8 CHANNEL CODING

the neighboring CNs; and a second phase in which the LLRs arriving at each CN from the neighboring
VNs is processed and updated LLRs are sent back. This process is repeated until a codeword is found
or the maximum number of iterations is exceeded. The key observation is that the processing at the CNs
and VNs depends only on locally available information, which allows for an efficient and parallelizable
decoding process. However, since the decoding process is local, the globally optimal ML solution may
not be found through this procedure, especially in the presence of short cycles in the Tanner graph.
Indeed, such cycles constrain the decoding process to remain local. This observation also shows the
importance of the low-density assumption, which facilitates the design of Tanner graphs free of short
cycles.

One way to design LDPC codes is to use a pseudorandom algorithm that constructs a PCM with
given degree distributions and avoids short cycles. Such an approach, despite yielding LDPC codes
with extremely good performance [30], is impractical from an implementation viewpoint, because the
absence of further structures in the PCM makes both the encoding and the decoding complexity too
high for practically relevant blocklengths and rates.

A more practically appealing approach is to design structured LDPC codes constructed from a
smaller protograph. The LDPC codes that one obtains through this construction form a subset of the
more general class of MET-LDPC codes, whose performances are illustrated in Fig. 8.2. The PCM
of protograph-based LDPC codes can be specified in terms of a small base matrix. The actual PCS
is constructed from the base matrix by replacing each entry in the base matrix by a Q × Q binary
matrix whose rows and columns have a weight equal to the corresponding entry in the base matrix.
Here, Q is the so-called lifting factor. It is particularly convenient to pick as binary matrix a Q × Q

cyclic permutation matrix, whose row and column weights are one. The resulting code is quasi-cyclic,
a property that allows for simplified encoding and decoding, with negligible performance loss [21,31].
As an example, consider the following base matrix Hb:

Hb =
[

1 0 0 1
0 1 0 1

]
(8.23)

and assume that 3 × 3 cyclic permutation matrices are used to extend the base matrix to a PCM. Such
a PCM may have the following structure:

H =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

. (8.24)

8.2.3.2 The LDPC-Code Solution Chosen for 5G NR
The LDPC codes chosen for the data channel in 5G NR are quasi-cyclic and have a rate-compatible
structure that facilitates their use in hybrid automatic-repetition-request (HARQ) protocols.3

3This section is largely based on [32], where further information about the LDPC-code family chosen for 5G NR, including the
rate-matching procedure and their use in combination with HARQ, can be found.
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FIGURE 8.4

The general structure of the base matrix used in the quasi-cyclic LDPC codes selected for the data channel in NR.

To cover the large range of information payloads and rates that need to be supported in 5G NR,
two different base matrices are specified. The general structure of these base matrices is provided
in Fig. 8.4. In the figure, each white square represents a zero in the base matrix and each nonwhite
square represents a one. The first two columns in gray correspond to punctured systematic bits that are
actually not transmitted. Their addition is known to improve the threshold of the resulting code, i.e., its
minimum SNR operating point [13]. The blue (dark gray in print version) part constitutes the kernel of
the base matrix, and it defines a high-rate code. The dual-diagonal structure of the parity subsection of
the kernel enables efficient encoding. Transmission at lower code rates is achieved by adding additional
parity bits, i.e., by including an appropriately chosen subset of rows and columns in the base matrix
containing entries marked in pink (light gray in print version). To enable maximum parallelism, the
rows of the base matrix outside the kernel are designed so as to be orthogonal or quasi-orthogonal.
The maximum lift factor Qmax is 384. This number is chosen to trade optimally between the parallel
processing opportunities enabled by a large Q and the performance loss in terms of threshold due to
the resulting higher amount of structure.

The base matrix #1, which is optimized for high rates and long blocklengths, supports LDPC codes
of a nominal rate between 1/3 and 8/9. This matrix is of dimension 46 × 68 and has 22 systematic
columns. Together with a lift factor of 384, this yields a maximum information payload of k = 8448 bits
(including CRC).

The base matrix #2 is optimized for shorter blocklengths and smaller rates. It enables transmissions
at a nominal rate between 1/5 and 2/3, it is of dimension 42 × 52, and it has 10 systematic columns.
This implies that the maximum information payload is k = 3840.

The choice of each of the Q × Q circulant matrices to be substituted into the entries of the base
matrix to form the full PCM is specified in [1]. These circulant matrices are selected so as to ensure



264 CHAPTER 8 CHANNEL CODING

efficient encoding and to obtain, at the same time, a good performance in terms of both error floor and
threshold.

It is worth pointing out that, as observed in [32], the base matrix #2 tends to yield lower-complexity
decoding and should in general be used whenever the information payload k is less than 3840 and the
rate is less than 2/3, whereas base matrix #1 should be used in the rest of the parameter range. Two
exceptions are the case k ≤ 308 for which base matrix #2 should be used for all rates, and the case
R ≤ 1/4, for which the base matrix #2 should be used for all information-payload sizes k.

8.2.4 POLAR CODES
8.2.4.1 Fundamentals of Polar Codes
Polar codes, introduced by Arıkan [6], are a class of linear block codes that provably achieve the
capacity of memoryless symmetric channels, such as the bi-AWGN, with low encoding and decoding
complexity, and a recursive structure that facilitates their hardware implementation.

To introduce the core idea behind polar codes, i.e., the so-called channel polarization, we start
by observing that, among all bi-AWGN channels (8.1), there are two extreme types, for which the
communication problem is trivial4:

• The perfect (noiseless) channel yk = √
ρxk .

• The useless channel yk = wk .

Uncoded transmission is sufficient to achieve the capacity of the first channel, whereas no infor-
mation can be transmitted on the second channel. Arıkan’s polarization technique is a lossless and
low-complexity method to convert any binary-input symmetric channel into a mixture of extremal
binary-input channels.

Polarization is achieved through the polar transform, which operates as follows: given two copies
of a binary-input channel W : F2 → Y , where Y denotes the output set (Y = IR for the bi-AWGN
channel), the polar transform creates, under the assumption of uniformly distributed inputs, two new
synthetic channels W− : F2 → Y ×Y and W+ : F2 → Y ×Y × F2, defined as follows:

W−(y1, y2 |u1) = 1

2

∑
u2∈F2

W(y1 |u1 ⊕ u2)W(y2 |u2), (8.25)

W+(y1, y2, u1 |u2) = 1

2
W(y1 |u1 ⊕ u2)W(y2 |u2). (8.26)

Here, ⊕ is the addition in F2. Such a transform is illustrated in Fig. 8.5. Note that the channel W+,
which has input u2 and output (y1, y2, u1), contains the channel W . Hence, its capacity under uniform
inputs (which we shall assume throughout this section) is no smaller than the capacity of the channel W .
Since the transformation

x1 = u1 ⊕ u2, (8.27)

x2 = u2, (8.28)

4See, e.g., [26, Ch. 14] and Telatar’s plenary talk at the 2017 International Symposium on Information Theory https://goo.gl/
zQz6nB for a more comprehensive introduction to polar codes.

https://goo.gl/zQz6nB
https://goo.gl/zQz6nB


8.2 FEC SCHEMES FOR THE BI-AWGN CHANNEL 265

FIGURE 8.5

The polar transform.

is invertible, the sum of the capacities of W+ and W− must be equal to twice the capacity of W . This
implies that the capacity of W− must be smaller than that of the original channel W . To summarize,
we started from two identical copies of W . Through the application of the polar transform we obtained
two new synthetic channels: W−, whose capacity is smaller than W , and W+, whose capacity is larger
than W .

Example. Consider a binary erasure channel (BEC), i.e., a discrete memoryless channel with input–
output relation

y =
{

x with prob. 1 − p,

? with prob. p,
(8.29)

where x denotes the binary input and the symbol “?” denotes an erasure. In words, with probability
(1 − p) the input symbol x is received correctly, and with probability p it is erased. One can verify
that the synthetic channels W− and W+ induced by the polar transform are also BECs, with erasure
probability p− = p(2 − p) ≥ p and p+ = p2 ≤ p, respectively.

Some comments on the synthetic channels W− and W+ are in order. The channel W−, which has
input u1 and output (y1, y2), is indeed a genuine channel, because the receiver has access to both y1
and y2. The channel W+, however, has u1 as output, which is not available at the receiver. However,
W+ can be synthesized by imposing a decoding order. Namely, we first decode u1 using y1 and y2.
Then we use y1, y2, and the estimate û1 of u1 to decode u2. This corresponds to successive-cancellation
decoding. One can show that the block-error probability Pr{(û1, û2) �= (u1, u2)} achievable with
successive-cancellation decoding coincides with the one attainable by a genie-aided successive-
cancellation decoder that uses u1 instead of û1 in the second step of the decoding procedure. In other
words, error propagation is not an issue if we measure performance in terms of block-error probability.

The polarization transform can now be applied again to the inputs of W− and W+. This results in
the four channels W−−, W−+, W+−, and W++ illustrated in Fig. 8.6. This process can be applied
recursively N times to synthesize 2N channels out of 2N copies of W . Applying this process to a BEC
with erasure probability p = 0.3 for the case N = 10 yields 1024 synthetic channels, whose capacities,
which are equal to one minus the corresponding erasure probability, are illustrated in Fig. 8.7. This
figure exemplifies the polarization phenomenon: roughly 30% of the synthetic channels have capacity
close to zero, i.e., they are useless, whereas 70% have capacity close to 1, i.e., they are almost perfect.
Observe now that the capacity of the underlying BEC is exactly 1 − p = 0.7. Consequently, Fig. 8.7
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FIGURE 8.6

The four synthetic channels obtained by applying twice the polar transform.

FIGURE 8.7

Capacity of the 1024 synthetic channels obtained by applying recursively the polar transform N = 10 times to a
BEC with erasure probability p. (A) Unsorted. (B) Sorted.

suggests that, to achieve capacity, one can use a simple rate 0.7 binary code in which the k information
bits are mapped to the almost perfect channels; the codeword entries corresponding to the remaining
almost useless channels are frozen, i.e., they contain symbols known to the decoder (i.e., zeros).

More formally, we define a polar code as follows. Fix an integer N and let the blocklength be
n = 2N . Denote by G = F⊗n the n × n polar transform matrix, where ⊗ stands for the Kronecker
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product, and

F =
[

1 0
1 1

]
(8.30)

is the polar transform. Let also U ⊂ {0,1, . . .2N − 1} be a set of indices of cardinality k, where k is
the size of the payload, and let F be the complementary set of size n − k. The k information bits are
mapped to the entries belonging to U of a vector u of size n. The remaining entries, i.e., the ones with
indices belonging to the set F , are frozen to zero. In the remainder of the section, we shall refer to
F as the frozen set. This set is constructed so as to contain the n − k synthetic channels that have the
smallest capacity. Finally, the resulting binary codeword c is obtained by performing the polarization
mapping c = uG.

The receiver uses successive-cancellation decoding; the decoding order is obtained by applying a
bit-reversal permutation to the channel index set: specifically, we number the channels from 0 to n− 1,
we obtain a new index for each channel by reversing the binary representation of its index, and we
decode following the ordering induced by the new indices.

One can formally show [7] that the block-error probability ε achievable with the polar-coding
scheme just described decays roughly as 2−√

n, where n = 2N is the blocklength, for every rate below
capacity. This proves that polar codes are indeed capacity achieving. Furthermore, they have the addi-
tional practical benefit over modern codes decoded with BP of not suffering from an error floor [24].

As far as complexity is concerned, the recursive nature of the polar transform allows one to perform
encoding and decoding with a complexity that scales as n log2 n. Furthermore, these operations are
naturally parallelizable.

One disadvantage of polar codes is that, when combined with successive-cancellation decoding,
they offer mediocre performance in the short- and moderate-blocklength regimes that are of inter-
est for control-channel applications. The performance of polar codes in this regime can be improved
significantly by using instead a successive-cancellation list decoder [36]. This decoder considers si-
multaneously, at each decoding stage, L alternative paths, where L is the list size. The complexity of
such a decoder is of order Ln log2 n. Performance can be further improved by concatenating the polar
code with a high-rate CRC code. This code is used at the end of the list-decoding process to select the
final codeword among the ones contained in the list. Concatenating a polar code with a CRC code turns
out to be beneficial, because it improves the minimum distance of the polar code. As shown in Fig. 8.2,
such an approach yields a state-of-the-art performance at moderate-blocklength values.

8.2.4.2 The Polar-Code Solution Chosen for 5G NR
Polar codes in 5G NR will be used to protect control signaling, with the exception of the transmission
of payloads of up to k = 11 bits, for which Reed–Muller codes will be used, similar to 4G. Polar
codes of different lengths and rates are supported. Such codes are obtained from an underlying parent
code of length 210 = 1024. As recently summarized in [40], the specific polar code adopted in 5G NR
relies on three innovations compared to what was described in the previous section, which allow the
resulting coding scheme to satisfy the flexibility, processing latency, and complexity desiderata in 5G
NR. Such innovations are:

• the offline computation of a deterministic reliability ordering of the synthetic channels;
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• the use of parity-check bits to assist successive-cancellation list decoding also during its intermedi-
ate stages;

• a low-complexity rate-matching algorithm providing the needed rate and blocklength flexibility.

Deterministic Reliability Ordering
As explained in the previous section, one crucial step in the design of polar codes is the construc-
tion of the frozen-bit set F . As shown in Fig. 8.7, the useless channels do not seem to follow a
regular pattern. It turns out that, apart from the BEC, no efficient algorithm is known to rank the
synthetic channels according to their reliability.5 Since the reliability of the synthetic channels and
their relative ordering depends on time-varying parameters such as the SNR, adaptive offline and on-
line algorithms, which are able to order the synthetic channels as a function of the current values of
channel parameters, appear to be unfeasible because of latency and/or memory requirements. The so-
lution adopted in 5G NR is to assign to each synthetic channel of the parent code a deterministic,
i.e., channel-parameter-independent, polarization weight that expresses its reliability. The polarization
weights induce an ordering on the subchannels that is prestored so as to avoid online computations.
Using techniques such as the β-expansion in number theory [19,40], these polarization weights can
be chosen so as to satisfy the natural universal partial ordering existing among the synthetic chan-
nels [34].

To save complexity, the polarization weights of the parent code are used also for transmission
involving shorter codes of length n = 2N , N < 10. Specifically, let qnmax be the vector containing
the ordered sequence of the 1024 synthetic-channel indices of the parent code, ordered according to
increasing polarization weights. Then a reliability index list qn for the shorter code is obtained by re-
moving from qnmax all indices larger or equal to n. Although this choice is suboptimal, the significant
complexity reduction justifies the resulting moderate performance loss. The polarization weights in
5G NR have been chosen through extensive simulations to guarantee good performance for all block-
lengths and code rates.

Parity-Check Coding
The polar-code structure selected in NR relies on the addition of a more general, yet hardware friendly,
outer code than just a CRC. Specifically, npc parity-check bits are appended to the information pay-
load. Some of them are assigned to the k + npc unfrozen synthetic channels with lowest polarization
weight. This improves the error performance of the code. Some of them are assigned to the unfrozen-
bit positions in the vector u that correspond to the rows in the polar transform matrix G with smallest
Hamming weights. This improves the distance spectrum of the resulting concatenated code.

To aid the intermediate steps of the successive-cancellation list-decoding algorithm, each parity-
check bit is designed to depend only on preceding information bits. Specifically, the parity bits are
computed through a length 5 shift register that evaluates the F2-sum of information bits that are five
positions apart; see [40, Algorithm 3] for details. Empirical evidence suggests that enforcing such spac-
ing makes the resulting scheme robust against error propagation. The same shift-register architecture
can be used by the successive-cancellation list decoder to prune all paths that result in an erroneous
parity-check bit.

5See, however, [34,25,19] for recent progress on this problem, based on universal partial ordering, and the β-expansion in
number theory.
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Rate Adaptation
The polar-code construction reviewed so far allows one to generate codes of blocklength n = 2N for
some integer N ≤ 10. Additional blocklength values can be obtained by puncturing or shortening [8].

In puncturing, one transforms the original (n, k) polar code into a (n−p,k) polar code by removing
p < n−k bits from each codeword c. At the receiver, the channel LLRs corresponding to the punctured
coded bits are set to 0 (the bits are assumed erased), and then the decoder of the original (n, k) polar
code is applied. The presence of p zero-valued channel LLRs induces, through the decoding process,
zero-valued LLRs for p of the entries of the n-dimensional input vector u. To avoid poor performance,
these entries must be set to frozen bits. This can be achieved by puncturing the bits of c with indices
corresponding to the reverse-bit permutations of {1,2, . . . , p} and by freezing the corresponding bits
of u. The remaining frozen bits are chosen among the ones with lowest polarization weight, as usual.

We next discuss shortening. Let us assume that the original (n, k) code is systematic. Shortening
allows one to obtain a (n − p,k − p) code, p < k, by setting p systematic bits to zero and by not
transmitting them. At the decoder side, the channel LLRs corresponding to the punctured systematic
bits are set to infinity, and the decoder of the original code is applied. For nonsystematic polar codes, a
natural way to select the coded bits to shorten is by requiring them to be linear combinations of frozen
bits. This can be achieved by shortening the bits of c with indices corresponding to the reverse-bit
permutations of {n−p+1, . . . , n} and by freezing the corresponding bits of u. As before, the remaining
frozen bits are chosen among the ones with lowest polarization weight.

8.2.5 OTHER CODING SCHEMES FOR THE SHORT-BLOCKLENGTH REGIME
To conclude our overview, we shall next present a selection of additional coding schemes that exhibit
a favorable performance/complexity trade-off in the short-blocklength regime (n < 400). Even though
these schemes are not standardized in 5G, some of them may enter future releases due to their suitability
for URLLC.

8.2.5.1 Short Algebraic Linear Block Codes With Ordered-Statistics Decoding
As already mentioned, when the blocklength is short, classic algebraic codes such as BCH and extended
BCH codes can be decoded using near ML decoding algorithms. OSD, which we shall review next, is
one such algorithm.

Recall that the evaluation of the ML decoding rule (8.16), which reduces to (8.18) in the bi-AWGN
case, has in general a prohibitive complexity, already for small values of the information-payload size k.
The idea behind OSD is to replace (8.18) with

ĵ = arg min
m∈L

‖y − √
ρx(m)‖2, (8.31)

where the optimization is performed over a list L of much smaller cardinality than 2k . OSD constructs
such a list through the following steps.

Let us consider the problem of decoding a (n, k) linear block code C that is used over the bi-AWGN
channel (8.1). Let G be the generator matrix of the code, u the k-dimensional information vector, c the
corresponding codeword, and x its vector representation in the Euclidean space after BPSK modulation.

For a given received vector y, we let r = [|y1| , . . . , |yn|]; furthermore, we construct the additional
vector r′ by ordering the entries of r in decreasing order. Note that the scalars {y�}n�=1 are proportional
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to the channel LLRs. Hence, the vector r′ contains a scaled version of the channel LLRs ordered
according to their reliability. Let π1 be the permutation that maps r into r′. If we apply this permutation
to the columns of the generator matrix G, we obtain a new generator matrix:

G′ = π1(G). (8.32)

It turns out to be convenient to associate to each column of G′ a reliability value, which is given by
the corresponding entry of r′. Next we rearrange the columns of G′ so that the first k columns of this
matrix are the k linear independent columns with the highest reliability, ordered in decreasing order
of reliability, and the remaining n − k columns are also ordered in decreasing order of reliability. We
denote the resulting matrix by G′′ and the corresponding column permutation by π2. Finally, we put
G′′ in the systematic form G′′′ = [

Ik P
]

by performing standard row operations. Here, P is of size
k × n − k. Note that the codes generated by G and by G′′′ are equivalent.

To construct the list, we now apply the second permutation π2 to r′ and obtain r′′ = π2(r′). Next, we
perform a hard decision on the first k entries of r′′, to obtain the k-dimensional vector û. Specifically,
we set ûi = 0 if zi > 0 and ûi = 1 otherwise. It is worth remarking that the permutations ensure that
the hard decision is performed on the most reliable linear-independent set of channel outputs.

For a given integer t , the list L is finally constructed by considering all codewords,

ĉ = π−1
1 (π−1

2 (ũG′′′)) (8.33)

where ũ spans all k-dimensional vectors whose Hamming distance from û is smaller or equal to t . The
final decision is taken by computing the Euclidean distance between the BPSK vectors corresponding
to each codeword in L and y, and by selecting the codeword closest to y.

The complexity of this procedure grows with the size of the list

|L| =
t∑

m=0

(
k

m

)
. (8.34)

Clearly, the larger t , the larger the list and the better the performance of OSD; but also the greater
the decoding complexity. Indeed, in the extreme case t = k, OSD coincides with ML decoding. In
general, the value of t needed to approach ML decoding performance grows with the blocklength n.
The decoding complexity can be reduced if the minimum distance dmin of the code is known. In such a
case, one can stop the list construction procedure as soon as one finds a codeword whose corresponding
BPSK vector has a Euclidean distance from y less than

√
ρdmin, since there cannot be a codeword that

is closer to y than this.

8.2.5.2 Linear Block Codes With Tail-Biting Trellises
Short linear block codes can sometimes be represented efficiently by finite-length trellises with multi-
ple initial and final states, in which each codeword corresponds to a tail-biting (TB) path with the same
initial and final state. One example of codes that have this property and have also good distance spec-
tra are linear block codes obtained through a tail-biting termination of suitably chosen convolutional
codes.

The Viterbi algorithm can be used to decode such codes. However, since the initial state is not
known, ML decoding requires running the Viterbi algorithm as many times as the number of initial
states.
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A suboptimal but lower-complexity decoding method is to use the so-called wrap-around Viterbi
algorithm (WAVA). One assumes that all initial states are equiprobable and then runs the Viterbi algo-
rithm one time. If the most likely path returned by the algorithm is a tail-biting path, decoding stops
and this path is given as output. If the returned path is not tail-biting, the final state of the trellis is
copied to the initial state and the Viterbi algorithm is run again.

The process is repeated until a tail-biting path is returned, or a maximum number of iterations is
exceeded, in which case the decoder declares an error.

8.2.5.3 Nonbinary LDPC Codes
The performance under iterative decoding of LDPC codes in the short-blocklength regime can be
significantly improved by constructing such codes on higher-order fields than F2 [12]. Low-complexity
implementations of the required decoding algorithm are, however, still an active area of research.

8.2.5.4 Performance
We illustrate next the performance of the coding schemes described in Sections 8.2.5.1–8.2.5.3. We
consider a short code of length 128 and rate R = 1/2. Hence, k = 64.

Fig. 8.8A, illustrates the performance of a (128,64) extended BCH code with minimum dis-
tance 22 [17]. The t parameter in the OSD decoder is set to 4, which results in a list of size 679121. In
Fig. 8.8B, we consider three tail-biting convolutional codes with different memory m. Specifically, we
analyze a memory 8 convolutional code with generator polynomial (given in octal form) [515,677],
a memory 11 convolutional code with generator polynomial [5537,6131] and a memory 14 convo-
lutional code with generator polynomial [75063,56711]. We see from the figure that both the eBCH
and the tail-biting convolutional codes with memory 11 and 14 operate remarkably close to the finite-
blocklength normal approximation limit. The memory-8 convolutional code exhibits a loss of about
0.5 dB at 10−4 packet error probability. In Fig. 8.8C, we consider the performance of a nonbinary
LDPC code constructed over a finite field of order 256. The PCM of the code has a constant row weight
of 4 and a constant column weight of 2. We consider both iterative decoding with 200 iterations, and
OSD with t = 4. One sees that the performances with OSD are close to the normal approximation,
whereas the performance gap with iterative decoding is about 0.6 dB at 10−4. Finally, in Fig. 8.8D
we present the performance of a (128,71) polar code, combined with a (71,64) shorted cyclic code
that serves as CRC. The list size is limited to 32. The performance gap to the normal approximation is
about 0.4 dB at 10−4.

8.3 CODING SCHEMES FOR FADING CHANNELS
So far, we have focused on the problem of transmitting information over the bi-AWGN channel (8.1).
In this final section, we shall instead consider the more practically relevant scenario of communica-
tions over a multiantenna fading channel. The purpose is to illustrate the additional design challenges
brought about by fading. Our focus will be on the short-packet regime and on the URLLC use case. We
shall first discuss the single-input single-output (SISO) case and then move to multiple-input multiple-
output (MIMO) transmissions.
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FIGURE 8.8

Performance of the coding schemes described in this section. Here, R = 1/2 and n = 128.

8.3.1 THE SISO CASE
We assume orthogonal frequency-division multiplexing (OFDM) operations and assume that each
codeword spans multiple resource blocks (RBs), which are transmitted in the same time slot but at
different frequencies. We assume that each RB contains d OFDM symbols consisting of u subcarriers.
Hence, a RB conveys nc = d × u complex-valued symbols. Low latency is achieved by selecting a
sufficiently small value for d . For example, in downlink control channels, d may be chosen from the
set {1,2,3}.

We assume that the coherence time Tc of the channel is larger than the transmission duration, and we
let Lmax = �B/Bc� be the ratio between the transmission bandwidth B and the coherence bandwidth
of the channel Bc. Hence, Lmax corresponds to the maximum number of frequency diversity branches
offered by the channel. As we shall see, exploiting diversity is fundamental to achieve the reliability
constraints set in URLLC.
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FIGURE 8.9

Signaling strategy in the time-frequency plane.

For simplicity, we model channel variations in frequency using the block-memoryless fading as-
sumption. According to this assumption, the channel stays constant over each coherence interval and
changes independently across diversity branches. This means that the fading channel is fully charac-
terized by Lmax complex channel coefficients.

As illustrated in Fig. 8.9, we assume that each RB fits within a coherence interval, i.e., all the
complex symbols contained in the RB experience the same fading gain. We also assume that different
RBs are allocated at different frequency branches. Finally, we assume that each codeword consists of
L ≤ Lmax RBs.

An example is in order. Assuming B = 20 MHz, as in LTE, we obtain Lmax = 4 for the extended
pedestrian type-A (EPA) 5 Hz channel model [2], whose coherence bandwidth is 4.4 MHz, whereas
Lmax = 30 for the tapped-delay-line type-C (TDL-C) 300 ms–3 km/h channel model [3], whose band-
width is 0.66 MHz. In both cases, the coherence interval is about 85 ms, which exceeds by far the
duration of a RB in all practically relevant scenarios. Indeed, recall that, with 15 kHz subspacing, the
duration of an OFDM symbol is just 66.7 µs. We shall denote by [x1,x2, . . .xL] ∈ C

Lnc the vector of
the transmitted complex symbols, where n = Lc is the blocklength. The corresponding received vector
is [y1,y2, . . . ,yL] where y� is the received signal corresponding to the �th RB; we have

y� = √
ρh�x� + w�, � = 1, . . . ,L. (8.35)

Here, {h�} are i.i.d. fading coefficients, in agreement with the memoryless block-fading assumption.
We shall assume that the variance of the {h�} is normalized to one. Furthermore, w� is the additive
white complex-Gaussian noise whose entries are i.i.d. and have zero mean and unit variance.

We shall focus on pilot-assisted transmission [38] according to which np out of the nc entries of
a RB are allocated to pilot symbols known to the receiver, and the remaining entries are reserved for
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FIGURE 8.10

Minimum energy per bit Eb/N0 to achieve ε = 10−3 for the Rayleigh-fading case, as a function of the number of
diversity branches L. Here, k = 81 and n = 168.

coded data symbols. Specifically, we assume that x� = [x(p)
� x(d)

� ] where x(p)
� is the np-dimensional

pilot-symbol vector and x(d)
� is the nc − np data vector. Throughout, we will focus on the scenario in

which both pilot and data symbols are transmitted at the same power. More precisely, we assume that
the entries of x(p)

� and x(d)
� are QPSK symbols with unit energy. QPSK modulation is indeed suitable

for the low-rate low-power scenarios that are relevant for URLLC.
At the receiver side, we assume a practically relevant mismatch-decoding structure, in which the

np-dimensional received vector y(p)
� that corresponds to the pilot symbols is used to obtain a ML

estimated ĥ� of the fading channel h� according to

ĥ� = y(p)
�

(x(p)

� )H

np
√

ρ
. (8.36)

Then the channel estimate is fed to a scaled minimum-distance decoder that treats it as perfect and
produces a message estimate as follows:

ĵ = arg min
m∈{1,2,...,2k}

L∑
�=1

‖y(d)
� − ĥ�x(d)

� (m)‖2. (8.37)

The performance of this transceiver architecture has been recently studied in [27,15] using finite-
blocklength information-theoretic methods similar to the ones described in Section 8.1. This kind
of theoretical analyses provides useful insights on the optimal number of diversity branches L one
should code over for a given fixed blocklength n, and on the optimal number of pilot symbols np that
should be allocated in each resource block. This is illustrated in Fig. 8.10 where we have depicted
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FIGURE 8.11

Packet error probability versus energy per bit for the case of Rayleigh fading, k = 81, n = 186, L = 7. Information-
theoretic bounds [27, Th. 3] and performance of an actual coding scheme based on tail-biting convolutional codes
and OSD.

the information-theoretic upper bound [27, Th. 3] on the minimum energy per bit Eb/N0 required to
achieve ε = 10−3 when transmitting k = 81 information bits. The blocklength n = Lnc is 168 and a
different number of diversity branches L is considered (the larger L, the smaller nc).

We see that there exists an optimum number of diversity branches L = 21 that minimizes the energy
per bit. When L < 21, the system is penalized by the insufficient amount of frequency diversity avail-
able, which makes reliable transmission costly from an energy viewpoint. When L > 21, and, hence
nc = n/� < 8, the system suffers from the large pilot-symbol overhead, which is required to track the
fast channel variations. We also observe that the number np of pilot symbols per resource block needs
to be chosen carefully as a function of the number L of frequency diversity branches. Indeed, setting
np to a suboptimal value yields a significant performance loss.

We next consider the performance of an actual coding scheme and benchmark it against the
information-theoretic bounds. Specifically, we choose a (324,81) binary quasi-cyclic code obtained
by tail-biting termination of a rate 1/4 convolutional code with memory m = 14. The output of the en-
coder is passed through a pseudorandom interleaver and then some of the coded symbols are punctured
to accommodate the desired number of pilot symbols per resource block (RB) after QPSK modulation.
Decoding is performed via OSD with t = 3. The performance of this coding scheme when L = 7 is il-
lustrated in Fig. 8.11 for the case np = 2 and np = 4. In both cases, the gap to the information-theoretic
bound is about 1 dB.
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FIGURE 8.12

Packet error probability versus Eb/N0; k = 30, n = 288, spatially white Rayleigh fading. (A) L = 4. (B) L = 12.

8.3.2 THE MIMO CASE
Exploiting the additional spatial diversity provided by MIMO transmission and reception is crucial to
achieve the reliability level targeted by URLLC. The information-theoretic bounds depicted in Fig. 8.10
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can be extended to MIMO communications, which allows one to explore the benefit of multiple anten-
nas. As discussed in [15], the information-theoretic bounds can be extended to cover the case in which
a space-frequency code is used at the transmitter to let the available antennas provide spatial diversity,
in the absence of channel-state information at the transmitter.

In Fig. 8.12, we report the performance of different MIMO configurations for the case k = 30,
which is relevant for downlink control-information transmission, and n = 288. We compare the perfor-
mance of single-input single-output (SISO), 1 × 2 and 1 × 4 SIMO, and 2 × 2 MIMO with Alamouti
encoding [4]. In Fig. 8.12A, we consider the case nc = 72 and L = 4 (EPA 5 Hz channel model),
whereas in Fig. 8.12B we set nc = 24 and L = 12 (TDL-C channel model). In both cases, the number
of pilot symbols is optimized to minimize the error probability. Furthermore, QPSK transmission is
assumed.

We observe that, within the range of SNR values considered in the figure, only the 1 × 4 SIMO
configuration is able to achieve an error probability below 10−5, a common requirement in URLLC.
Although the 2 × 2 MIMO Alamouti configuration offers the same amount of spatial diversity as
1 × 4 single-input multiple-output (SIMO), it is more sensitive to channel-estimation errors. This is
particularly evident in Fig. 8.12B, where the small value of nc results in a noisy channel estimate. As
a consequence, the 2 × 2 MIMO Alamouti configuration performs worse than 1 × 2 SIMO over the
range of SNR values considered in the figure.
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9
CHAPTER

SIMULATOR

For further research and development of the NR physical layer, we complement this book with
a MATLAB-based link level simulator. We shall present an open-source simulator, including sev-
eral waveforms, i.e., cyclic prefix based orthogonal frequency division multiplexing (CP-OFDM),
windowed-OFDM (W-OFDM), universal filtered OFDM (UF-OFDM), discrete Fourier transform
spread OFDM (DFTS-OFDM), offset QAM filter-bank multicarrier (FBMC-OQAM), and QAM filter-
bank multicarrier (FBMC-QAM), various hardware impairments, i.e., power amplifier (PA) nonlinear-
ity, oscillator phase noise (PN), and carrier frequency offset (CFO), and a geometry-based stochastic
channel model supporting millimeter-wave channel emulation up to 80 GHz.

The simulator is developed by Qamcom Research & Technology AB. We release it with this book as
an open-source simulator (with permission from Qamcom Research & Technology AB). The simulator
can be accessed at www.qamcom.se/research/5gsim.

The simulator was originally developed in the EU funded mmMAGIC project [15] to assess perfor-
mance of various waveforms in a common environment. As discussed in Chapter 5, several waveforms
were proposed for 5G NR. Due to lack of a common waveform simulator, sometimes contradictory re-
sults were observed. Therefore, the mmMAGIC project realized importance of a transparent simulator
for fair comparisons. Furthermore, the simulator was used to develop receiver algorithms for NR. At
present (August 2018), the simulator has the following key components:

• A channel model up to 80 GHz (discussed in Chapter 3);
• A phase-noise model for a free-running oscillator and a phase-noise model for a phased-lock loop

based oscillator (discussed in Chapter 4);
• A power-amplifier model based on a generalized memory polynomial (discussed in Chapter 4);
• Modulation/demodulation modules for various waveforms (discussed in Chapter 5);
• Algorithms for channel estimation & equalization, synchronization, and phase-noise compensation

(discussed in Chapter 6).

It is likely that the simulator will evolve in the future with contributions from the authors and the
open-source community.

This chapter is organized as follows. Section 9.1 provides an overview of the simulator, followed by
details of different functional modules and waveforms in Section 9.2 and Section 9.3, respectively. Our
ambition is not to discuss fundamentals (which are already covered in previous chapters); rather the
focus is on implementation specific details. Finally, Section 9.4 shows a number of simulation exercises
with various waveforms subject to the above-mentioned impairments and receiver algorithms. With
these exercises, important observations are made.

5G Physical Layer. https://doi.org/10.1016/B978-0-12-814578-4.00014-X
Copyright © 2018 Elsevier Ltd. All rights reserved.
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FIGURE 9.1

Block diagram of the simulator.

9.1 SIMULATOR OVERVIEW
A functional diagram of the simulator is shown in Fig. 9.1. The stimuli module sends (receives) QAM
symbols to be modulated (demodulated) by the waveform modulator (demodulator). The modulated
signal goes through analog modules at the transmitter (Tx) and receiver (Rx), and the radio chan-
nel. The Tx analog module adds hardware impairments, such as power amplifier (PA) nonlinearity,
oscillator phase noise (PN), and carrier frequency offset (CFO) to the transmitted signal. The trans-
mitted signal then experiences delay spread, Doppler spread, and interference, incurred by the channel
model. After the radio channel, the received signal is further impaired by additive white Gaussian
noise (AWGN) and PN that occur in the Rx analog module (before demodulation). At the receiver,
timing and frequency synchronization are performed first. The synchronized signal is transformed to
the frequency (subcarrier) domain by the waveform demodulator. Channel estimation and equalization
are performed afterwards. (Note that it is possible to estimate the channel in the time domain before
waveform demodulation. Nevertheless, the conventional frequency-domain channel estimation is cho-
sen in this simulator.) At the moment, included waveforms are cyclic prefix (CP) based orthogonal
frequency division multiplexing (OFDM) [5], windowed-OFDM (W-OFDM) [20], universal filtered
OFDM (UF-OFDM) [22], discrete Fourier transform spread OFDM (DFT-S-OFDM) [4], offset QAM
filter-bank multicarrier (FBMC-OQAM) [21], and QAM filter-bank multicarrier (FBMC-QAM) [17].
Other waveforms can be integrated into the open-source simulator as well.

We describe each module of the simulator separately in the following sections. Exemplary simu-
lations are conducted to compare different waveforms and to illustrate the functionality of the simula-
tor.

9.2 FUNCTIONAL MODULES
We present all the functional modules (except for waveforms) of the simulator separately in this section.
The presentation of different waveforms is deferred to the next section.
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9.2.1 CHANNEL MODEL
Both geometry-based channel models and 5G stochastic channel models [11–16] have been discussed
in Chapter 2. Among the 5G stochastic channel model, the mmMAGIC (also known as QuaDRiGa)
channel model [16] is the only one that has been made open-source. Therefore, we integrate the
mmMAGIC channel model into the simulator. For the sake of completeness, we briefly present the
mmMAGIC channel model here. The mmMAGIC channel model is an extension of the well-known
WINNER channel model [1]. While the WINNER model is valid up to 6 GHz, the current version of
the mmMAGIC channel model supports millimeter-wave channel up to 80 GHz. In addition, the mm-
MAGIC channel model can well predict the time variance of the channel (as compared to the WINNER
model). The data flow of the mmMAGIC channel model is given as follows:

• define network layout, terminal trajectories, propagation scenarios along the trajectories, and an-
tenna patterns of the terminals and base stations;

• calculate the maps of large-scale parameters (i.e., RMS delay spread, Rician K-factor, shadow fad-
ing, azimuth spread of departure/arrival, elevation spread of departure/arrival);

• calculate the initial delays, the path powers, and the angles of departure/arrival;
• calculate the polarized channel coefficients including the transmission loss, the shadow fading, and

the K-factor.

A detailed description of the channel model can be found in [14]. The channel model can be
switched off, in which case the channel boils down to a simple AWGN channel. This can be useful
if one is only interested in making manifest the effect of a certain hardware impairment.

9.2.2 POWER AMPLIFIER MODEL
As discussed in Chapter 4, the PA effects can be accurately modeled by the Volterra series. Neverthe-
less, the Volterra series model can be quite complicated. By ignoring all the memory and crossterms,
the Volterra series model boils down to the polynomial model. The polynomial model is very simple
and allows analytical study. However, it cannot capture the dynamic or memory effect of the PA. As a
trade-off, the memory polynomial and the generalized memory polynomial are introduced in modeling
the PA effects. The former omits all the crossterms and, therefore, captures only the first degree of
dynamic effects, whereas the latter only ignores part of the crossterms and is very close to the Volterra
series model. The generalized memory polynomial (GMP) model is a good compromise between accu-
racy and complexity. As the nonlinear order increases, the variances of the estimated parameters also
increases. To overcome this problem, local basis functions are used. Specifically, a vector-switched
GMP (VS-GMP)-based PA model [2] is included in the simulator. The interested reader may refer to
[2] for a detailed description of the PA model.

Note that the PA nonlinearity causes spectral regrowth, i.e., power leakage to adjacent channels
or increased out-of-band (OOB) emissions. In order to correctly examine the PA effects, interpolation
and decimation ought to be performed before and after the PA model. The implemented PA model [2]
requires an interpolation with an oversampling factor of 5 to 7. Otherwise, the OOB emissions caused
by the PA will incur a (nonphysical) inband distortion due to the spectral periodicity of time-discrete
signals. The Parks–McClellan FIR filter [13] is used as anti-aliasing filter in the interpolation and
decimation. Even though the Parks–McClellan FIR filter is close to an ideal low-pass filter, there will
inevitably be some distortion in the transition around the cut-off frequency. As a result, guard bands
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(i.e., zero subcarriers in the beginning and end of each multicarrier symbol) [10] are needed. The
Parks–McClellan FIR filter has another effect: delaying the signal by half of the filter length. Since it is
used twice (i.e., before and after the PA model), the filter delay equals its filter length. The filter delay
and the delay caused by the random multipath channel will be estimated in the synchronization module.

The PA model can be switched off, in which case the Parks–McClellan FIR filter will be switched
off automatically.

9.2.3 PHASE-NOISE MODEL
The PN of an oscillator is a multiplicative noise. It causes a random phase rotation of the received
signal. For a multicarrier waveform, the PN causes common phase error (CPE) and inter-carrier in-
terference (ICI). While the former represents a common phase rotation to all the subcarrier, the latter
refers to the interference for each subcarrier caused by all the other ones. The CPE can be readily
corrected using scattered pilots, whereas the ICI may be difficult to eliminate. There are ICI correction
algorithms, e.g., [19], [7], which can effectively mitigate the ICI effect. However, these algorithms are
computationally heavy.

As discussed in Chapter 3, the PN of a free-running oscillator can be modeled by a random walk
(or Wiener) process, whose discrete-time expression is given by ϕ(n + 1) = ϕ[n] + w[n], where ϕ is
the PN and w is a zero-mean Gaussian random variable whose variance is 4πβ/fs with fs denoting the
sampling frequency and β representing the 3-dB bandwidth of the phase noise. The Wiener PN model
is perhaps the most popular PN model in the literature due to its simplicity and well-known statistical
properties. However, its variance increases linearly with time. Hence, in practice, a phase-locked loop
(PLL) is usually added to regularize the PN. A PN model of the PLL-based oscillator has been proposed
in mmMAGIC [12]. This model was developed specifically for millimeter-wave communications. It is
a more realistic (yet complicated) model as compared with the simple Wiener PN model. The PLL PN
model is briefly mentioned in Chapter 3.

Both PN models are included in the simulator. The parameter β is used to specify the quality of
the free-running oscillator. The PLL PN model involves many parameters. For simplicity, “low” and
“high” PN modes were implemented for good and bad PLL-based oscillators. The detailed modeling
parameters of the PN of the PLL-based oscillator are listed in Table 9.1.

Either PN model can be chosen at the transmitter and the receiver. The PN model at either side can
be switched on and off independently.

9.2.4 SYNCHRONIZATION
As mentioned before, the multipath channel and the filters will cause delay (timing offset) of the re-
ceived signal. The timing offset has to be estimated before further processing of the received signal.
The CFO represents the frequency difference between the carrier frequencies at the transmitter and at
the receiver. If left uncompensated, it will cause a phase rotation of the received signal and the phase
increases linearly with time. The synchronization module performs timing and frequency synchroniza-
tion. By assuming common preamble, the timing offset, and CFO are estimated using the methods in
[24] and [23], respectively. One can also choose perfect timing and frequency synchronization. In the
former case, the true value of the timing offset is used for timing synchronization. In the latter case,
the CFO is set to zero and the frequency synchronization module is disabled (since perfect frequency
synchronization results in a CFO-free signal).
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Table 9.1 Parameter of “low” and “high” phase-noise settings

Value (fc is the carrier frequency in GHz)
Component Parameter Low High

Reference

S0 −60 + 20log10(fc)

(dBc/Hz)
−60 + 20log10(fc)

(dBc/Hz)

fp 1 Hz 1 Hz

fx 10 kHz 3980 Hz

PLL

S0 −140.35 + 20log10(fc)

(dBc/Hz)
−122.35 + 20log10(fc)

(dBc/Hz)

fp ∞ ∞
fp ∞ ∞

ff c (flicker corner) 2 MHz 0.8 MHz

k (flicker exponent) 1 1

ffp (flicker pole) 200 Hz 80 Hz

VCO

S0 −24.34 + 20log10(fc)

(dBc/Hz)
−3.35 + 20log10(fc)

(dBc/Hz)

fp 1 Hz 1 Hz

fx 20 MHz 80 MHz

Transfer function
from reference
and loop noise

to output

KDKV COZ(s)
sND+KDKV COZ(s)

6.366 × 10−7s + 1
(Numerator)

1.592 × 10−6s + 1
(Numerator)

7.076 × 10−29s4 + 5.780 × 10−21s3

+1.013×10−13s2 +6.366×10−7s+1
(Denominator)

6.214×10−20s3 +6.333×10−13s2

+ 1.592 × 10−6s + 1
(Denominator)

Transfer function
from reference
and loop noise

to output

sND
sND+KDKV COZ(s)

7.076 × 10−29s4 + 5.780 × 10−21s3

+ 1.013 × 10−13s2

(Numerator)

6.214×10−20s3 +6.333×10−21s3

+ 1.013 × 10−13s2

(Numerator)

7.076 × 10−29s4 + 5.780 × 10−21s3

+1.013×10−13s2 +6.366×10−7s+1
(Numerator)

6.214×10−20s3 +6.333×10−13s2

+ 1.592 × 10−6s + 1
(Denominator)

9.2.5 CHANNEL ESTIMATION AND EQUALIZATION
The frequency-domain channel estimation (equalization) is used in the simulator. The exact channel
estimation methods may differ slightly for different waveforms. Yet, in essence, the channel transfer
functions (CTFs) are estimated at the pilot subcarriers using the least-square (LS) estimator and the
CTFs at other subcarriers are obtained by filtering [6].

Like the synchronization, the simulator allows for perfect channel estimation, in which case the
true value of the channel transfer function is used for channel equalization.

9.3 WAVEFORMS
Several waveforms have been presented in Chapter 5. In the following subsections, we will briefly
introduce these waveforms from an implementation point of view in the simulator. For all waveforms,
the received (equivalent baseband) signal subject to phase noise, CFO, and multipath channel with
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additive noise is modeled as

y[n] = exp (j (φ[n] + 2πεn))

L−1∑
l=0

hlx[n − l − v] + w[n] (9.1)

where ε denotes the CFO (normalized by the sampling frequency), φ denotes the PN at the receiver,
x represents the transmitted time-domain signal, hl is the lth tap of the channel impulse response
(CIR), L denotes the channel length, and w denotes the AWGN. Note that, for notational simplicity
and without loss of generality, the effects of PA and PN at the transmitter have been omitted in the
expression.

9.3.1 CP-OFDM
The CP-based OFDM (CP-OFDM) enjoys the simplest (de)modulation implementation among all the
multicarrier waveforms. Its modulation can be expressed as

x = [FCP F]H s, (9.2)

where s denotes the N × 1 column vector consisting of the subcarrier symbols, F denotes the N × N

discrete Fourier transform (DFT) matrix whose element is given by exp(−j2πkn/N)/
√

N (k,n =
0, · · · ,N − 1), and FCP consists of the last NCP columns of F (where NCP denoting the CP length).
Note that FCP s forms the CP of the CP-OFDM symbol. The CP-OFDM demodulation matrix is given
by [0 F], where 0 is an N × NCP zero matrix for CP removal.

9.3.2 W-OFDM
One can improve the OOB emission of the CP-OFDM by applying a windowing function to the trans-
mitted time-domain signal, i.e., W-OFDM. Because of the windowing, the W-OFDM is also called
weighted CP-OFDM (WCP-OFDM) [20]. By tapering the edges of the time-domain signal, the OOB
emission can be reduced significantly. The tapering at the left edge causes no distortion of the useful
signal thanks to the CP. To correct for the distortion due to the tapering at the right edge, the left edge
of the received signal is added to the right edge, as explained in Chapter 5. This operation is called
weighted overlap and add (WOLA) [9].

The raised-cosine filter is chosen as the windowing function in the simulator. The WOLA operation
is implemented in the timing synchronization module at the W-OFDM receiver.

9.3.3 UF-OFDM
The UF-OFDM is also known as the universal filtered multicarrier (UFMC) [22]. It is achieved by first
grouping the active subcarriers into B blocks of consecutive subcarriers, and then performing inverse
discrete Fourier transform (IDFT) and filtering to each of the blocks. For the sake of convenience in
the implementation, each block contains N0 subcarriers. The filter bank is obtained by exponential
modulation of a prototype filter of length Nv. The Dolph–Chebyshev filter is used as the prototype
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filter in the simulator. The UF-OFDM modulation can be expressed as

x =
B∑

i=1

ViDisi (9.3)

where the subscript i is the block index, si = [si(0), · · · , si(N0 −1)]T consists of symbols and scattered
pilots to be modulated on the N0 subcarriers in the ith block, Di consists of N0 columns corresponding
the subcarriers in the ith block submatrix of the IDFT matrix FH , and Vi is a Toeplitz matrix whose
first column vector is given by [vi(0), · · · , vi(Nv),0, · · · ,0]T where vi[n] = v[n]exp (−j2πnki/Nv)

with ki denoting the center frequency of the ith block and v[n] denoting the nth tap of the prototype
filter. The UF-OFDM demodulation can be achieved by performing 2Nf-point DFT of the zero-padded
time-domain UF-OFDM symbol and then down sampling the frequency-domain signal by a factor of 2.

Note that a time-domain preprocessing has to be performed at the transmitter after the UF-OFDM
modulation in order to remove the deterministic distortion introduced by the filter bank at the transmit-
ter [22].

By performing filtering on groups of subcarriers, the OOB emission can be reduced significantly
at the cost of increased complexity. There is also modest increase of symbol length due to the filters.
Note that the performance of the UF-OFDM can be improved by introducing a CP in the presence of
large delay spread [9] at the cost of increased overhead.

9.3.4 FBMC-OQAM
The FBMC-OQAM is also known as FBMC [3]. It applies a filter to each of the subcarriers. The filter
length is K times of the number of subcarriers. K is the overlapping factor (which is a positive integer
number). The filter bank can be implemented in the frequency domain using the frequency spreading
method [3], which increases the DFT size from N to KN . Since the IDFT output and DFT input are
overlapped in the time domain, a significant amount of redundancy is present in the computations of
the frequency spreading method. In order to reduce this redundancy, the simulator implements the
FBMC-OQAM in the time domain using the polyphase network (PPN) method [3].

Unlike the CP-OFDM, the neighboring subcarriers of the FBMC-OQAM are overlapped. The imag-
inary part of the impulse response of the subcarrier interference filter crosses the time axis at the integer
multiples of the symbol period and the real part crosses the time axis at the odd multiples of half the
symbol period [3]. The OQAM can be used in combination of the FBMC to avoid subcarrier interfer-
ence without sacrificing the spectral efficiency. Specifically, this is achieved by doubling the symbol
rate and using alternatively the real and the imaginary part for each subchannel. The FBMC-OQAM
has good frequency localization (e.g., very low OOB emission) and high spectral efficiency (i.e., no CP
overhead). Nevertheless, the FBMC-OQAM suffers from high complexity and long delay, i.e., K −1/2
symbol durations. Another drawback is that it is not directly compatible with MIMO systems due to
the staggered OQAM.

In the simulator, we adopt the PHYDYAS prototype filter with an (integer) overlapping factor K

ranging from 2 to 4 [3]. A larger K results in better frequency localization, yet higher complexity and
longer delay.
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9.3.5 FBMC-QAM
To avoid the inconvenience caused by the OQAM, the QAM-based FBMC (FBMC-QAM) with dual
filter banks was proposed [18]. A prototype filter in one filter bank is obtained by block interleaving
the prototype filter in the other filter bank. The FBMC-QAM modulator performs filtering for even
and odd subcarriers separately. The proposed filter banks in [18] ensure orthogonal subcarriers yet has
higher OOB emission than that of the CP-OFDM. As a tradeoff between low OOB emission and high
signal-to-interference ratio (SIR), two types of filters were proposed in [25]. Generally speaking, filters
with lower OOB emission will result in lower SIR. The filter type I has a spectrum similar to that of
the FBMC-OQAM with PHYDYAS filter (i.e., good frequency localization) yet poor SIR (10.6 dB).
The filter type II has a wider spectrum, yet 9-dB higher SIR (19.6 dB) [25].

Like the FBMC-OQAM, the FBMC-QAM enjoys a high spectral efficiency (i.e., there is no CP
overhead), yet suffers from high complexity and long delay. Unlike the FBMC-OQAM, the FBMC-
QAM is compatible with MIMO systems at the cost of degradations in SIR and/or OOB emission.

In the simulator, the two types of filters in [25] and the filters in [18] are implemented for a fixed
overlapping factor of K = 4. They are referred to as filter type I, II, and III, respectively.

9.4 SIMULATION EXERCISES
In this section, we compare the performances of different waveforms using the simulator. The sim-
ulator is written using object-oriented programming in MATLAB. To run the simulator, one needs
to first direct to the subfolder [.../waveformSimulator/ptplink] in MATLAB. System parameters
(waveform, symbol rate, subcarrier number, etc.) can be changed in a file named sSysParDefault.m.
Different analog impairments (PN, CFO, AWGN, etc.) can be switched on and off in a file named
sAnaParDefault.m. After all the parameters have been set, one needs to run setpath.m to add the
paths of all the necessary folders. Finally, running runSim.m, it will perform simulation of the chosen
waveform. Some simulation examples can be found in the subfolder [.../ptplink/examples].

9.4.1 SPECTRAL REGROWTH
As mentioned in the previous section, certain waveforms (e.g., UF-OFDM and FBMC-OQAM) out-
perform the CP-OFDM in terms of OOB emissions (at the cost of increased complexity). Nevertheless,
there can be spectral regrowth when waveforms are subject to PA nonlinearities. Here we show the
spectral regrowths of CP-OFDM, UF-OFDM, W-OFDM, and FBMC-OQAM using the simulator.

The measurement setup is given below. We assume a DFT size of 512, out of which 158 are reserved
as a guard band (i.e., 79 subcarriers in the beginning and end of each multicarrier symbol are set to
zero), and QPSK modulation. In order to correctly include the OOB emission due to the PA nonlinear-
ity, an interpolation with an oversampling factor of 5 and the Parks–McClellan optimal finite impulse
response (FIR) filter as the anti-aliasing filter are used. For UF-OFDM modulation, we additionally
assume Dolph–Chebyshev filter (with 64 filter taps and 40-dB stop band suppression) as the prototype
filter and 16 subcarriers per filter. For W-OFDM modulation, we additionally assume a time-domain
raised-cosine window (with 32 tapering length at the left and right soft edges). For FBMC-OQAM
modulation, we assume an overlapping factor of 4 (K = 4) unless otherwise specified.
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FIGURE 9.2

Spectral regrowths of CP- and UF-OFDM under PA nonlinearity: low input power (with 10-dB additional backoff).

Figs. 9.2–9.6 show the spectral regrowths of CP-, UF-, and W-OFDM under PA nonlinearities. As
can be seen, the UF-OFDM has lower OOB emission as compared with the CP-OFDM, especially
at low input power. Nevertheless, as the input power increases, the OOB emission of the UF-OFDM
increases more than that of the CP-OFDM. That is, the OOB advantage of the UF-OFDM over the
CP-OFDM diminishes at high input power. It is noted that the OOB emission of the CP-OFDM can be
greatly improved by introducing a time-domain window to it, i.e., the W-OFDM. The OOB emissions
of W- and UF-OFDM become comparable under PA nonlinearities. It is apparent that the FBMC-
OQAM with an overlapping factor of 4 has much narrower OOB emission than the UF-OFDM does.
Nevertheless, their spectra overlap under PA nonlinearities. It should also be noted that, in the ab-
sence of PA nonlinearities, the OOB emission of the FBMC-OQAM with an overlapping factor of 2
(K = 2) becomes larger than that with an overlapping factor of four (yet still smaller than that of the
CP-OFDM). For the conciseness of the paper, the corresponding results are omitted here. All in all,
it is shown that OOB emissions can be improved by filter banks; however, the improvements become
insignificant when the PA nonlinearities are taken into account.

9.4.2 IMPAIRMENT OF CFO
The carrier frequencies generated by oscillators at the transmitter and the receiver are usually not
identical. The difference between the two carrier frequency is referred to as the carrier frequency offset
(CFO). The CFO destroys the orthogonality of multicarrier waveforms, resulting in performance degra-
dations for different waveforms. In this exercise, we study the CFO impairment to different waveforms
by simulations.
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FIGURE 9.3

Spectral regrowths of CP- and UF-OFDM under PA nonlinearity: high input power.

FIGURE 9.4

Spectral regrowths of W- and UF-OFDM with low input power.
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FIGURE 9.5

Spectral regrowths of UF-OFDM and FBMC-OQAM with low input power.

FIGURE 9.6

Spectral regrowths of FBMC-OQAM with different overlapping factors and low input power.
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FIGURE 9.7

SER performances of different waveforms with 100 Hz CFO.

For fair comparisons of different waveforms, we disable the frequency synchronization module
and assume 100 and 1000 Hz CFOs. In addition, we assume 1024 subcarriers, 100 MHz bandwidth,
16-QAM, and 100 multicarrier symbols. For the UF-OFDM, we assume the Dolph–Chebyshev filter
(with 64 filter taps and 40-dB stop band suppression) as the prototype filter and 16 subcarriers per
filter. For the W-OFDM, we assume a time-domain raised-cosine window with a tapering length of 32
at the left and right soft edges. For the FBMC-OQAM, we assume a PHYDYAS prototype filter with an
overlapping factor of 4. For the FBMC-QAM, we assume the filter type II with an overlapping factor
of 4 (cf. Section 9.3), since it is a good tradeoff between OOB emission and SIR [25]. In order to focus
on the CFO effect, we ignore all the other hardware effects and assume an AWGN channel.

Fig. 9.7 and Fig. 9.8 show the symbol error rate (SER) performances of different waveforms under
100 and 1000 Hz CFOs, respectively. As can be seen, the FBMC-OQAM has the best SER performance
and the UF-OFDM has the second best SER performance due to their filter bank. The SER performance
of the FBMC-QAM depends on the value of the CFO and is no better than that of the UF-OFDM. The
latter feature is because the filter type II in the FBMC-QAM is a compromise between OOB emission
and SIR and because it does not guarantee orthogonality. Nevertheless, it should be noted that the SER
improvements of the filter-bank-based waveforms (e.g., FBMC-OQAM and UF-OFDM) over that of
the CP-OFDM tend to diminish (or become less significant) as the CFO increases.

As can be seen, without frequency synchronization, the system will not work. In practice, a coarse
frequency synchronization (e.g., [23]) is performed prior to demodulation at the receiver. The residual
CFO from the imperfect frequency synchronization can be further mitigated (together with the PN)
using PN mitigation algorithms [8]. Since different waveforms apply different filters (which affect the
signal powers of the waveforms), the exact SNR differs from the conventional ES/N0 (symbol energy
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FIGURE 9.8

SER performances of different waveforms with 1000 Hz CFO.

over noise power density). As a result, we estimate the signal powers of different waveforms from their
transmitted (time-domain) signals, respectively.

9.4.3 IMPAIRMENT OF PN
On top of the carrier frequency, the oscillator also produces random jitter frequency, which results
in random PN. The PN causes random phase rotation of the signal and destroys the orthogonality of
the multicarrier waveforms. In this exercise, we study the PN impairment to different waveforms by
simulations.

As mentioned in Section 9.2.3, the PN effects in the frequency domain can be categorized as CPE
and ICI. While the CPE can easily be estimated, the ICI is different to track. The advanced ICI correc-
tion algorithms (see, e.g., [19], [7]) are usually computationally expensive and waveform-specific, and
may not always be feasible.

We assume perfect timing and frequency synchronization, 1024 subcarriers, 100 MHz bandwidth,
16-QAM, and 100 multicarrier symbols. For the UF-OFDM, we assume the Dolph–Chebyshev filter
(with 64 filter taps and 40-dB stop band suppression) as the prototype filter and 16 subcarriers per
filter. For the W-OFDM, we assume a time-domain raised-cosine window with 32 tapering length at
the left and right soft edges. For the FBMC-OQAM, we use the PHYDYAS prototype filter with an
overlapping factor of 4. For the FBMC-QAM, we assume the filter type II with an overlapping factor
of four (cf. Section 9.3) since it is a good tradeoff between OOB emission and SIR [25]. In order to
focus on the PN effect, we ignore all the other hardware effects and assume an AWGN channel.

Fig. 9.9 and Fig. 9.10 shows the SER performance of different waveforms in the presence of PN
without and with CPE correction, respectively. As can be seen, the CPE corrections improve the SER
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FIGURE 9.9

SER performances of different waveforms subject to PN without any receiver compensation.

FIGURE 9.10

SER performances of different waveforms subject to PN with CPE correction.



9.4 SIMULATION EXERCISES 293

FIGURE 9.11

SER performances of different waveforms in time-varying fading channel with a user speed of 60 km/h at 6 GHz.

performances of the considered waveforms. Unlike the (constant) CFO, the PN arises from random
jitter frequency. In this case, the W- and CP-OFDM have better SER performances than the other filter-
bank-based waveforms, especially after the CPE removal. Due to the intrinsic SIR, the FBMC-QAM
(with filter type II) has the worst SER performance under the PN.

9.4.4 IMPAIRMENT OF FADING CHANNEL
The multicarrier waveforms were introduced to cope with the multipath effect of the propagation
channel in broadband communications. In this exercise, we compare SER performances of different
waveforms in the multipath fading channel. We assume perfect timing and frequency synchronization,
512 subcarriers, 120 MHz bandwidth, and QAM. Like before, we assume the Dolph–Chebyshev filter
(with 64 filter taps and 40-dB stop band suppression) as the prototype filter and 16 subcarriers per
filter for UF-OFDM, a time-domain raised-cosine window with 32 tapering length at the left and right
soft edges for W-OFDM, the PHYDYAS prototype filter with an overlapping factor of 4 for FBMC-
OQAM, and the filter type II with an overlapping factor of 4 for FBMC-QAM. In order to focus on the
multipath channel effect, we assume perfect channel estimation, ignore all the hardware effects, and
resort to the QuaDRiGa channel model [16]. Unlike the WINNER channel model [1], the QuaDRiGa
channel model can well emulate the time variation of the fading channel [14]. We assume a user speed
of 60 km/h at 6 GHz. For each channel drop (realization), 50 multicarrier symbols were transmitted.
In total, 60 channel drops were simulated. The SER performances of different waveforms are shown
in Fig. 9.11. As can be seen, the CP-OFDM has the best SER performance in the time-varying fad-
ing channel; the FBMC-OQAM, UF-OFDM, and W-OFDM have similar SER performances; and the
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FBMC-QAM has the worst SER performance. Note that the performance of the FBMC-QAM can be
improved by using the type III filter at the expense of a higher OOB emission than the CP-OFDM [18].
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Downlink transmissions, 24, 27, 119, 225, 226
Dynamic TDD, 30, 145, 161

E
Elevation, 41, 46, 50, 51, 59, 70–74, 78, 220, 245, 247,

281
EMBB (Enhanced Mobile Broadband), 8–10, 15, 30,

31, 142, 143, 145, 172, 253, 258
Equalization, 54, 68, 151, 279, 280, 283

F
Fading channels, 18, 197, 205, 253, 271, 273, 274, 293

time-varying, 149, 293
Fast Fourier transform, see FFT
FBMC symbol, 133, 135, 140
FBMC waveforms, 122, 130, 133, 137, 138, 140, 151,

158
FBMC-OQAM, 133–135, 137–139, 146–149, 152,

157, 279, 280, 285–287, 289–291, 293
FBMC-QAM, 135, 137–139, 146, 149, 157, 158, 279,

280, 286, 290, 291, 293, 294
FDD (frequency division duplex), 2, 31, 202, 209,

225–227, 229, 232, 235
FEC (forward error correction), 253
FFT (fast Fourier transform), 125, 127, 130, 185, 220
Filter bank, 284–287, 290
Filtered OFDM, 123, 127
Frame, 6, 26

structure, 21, 27, 30, 31, 166
Frequencies

corner, 107
dependence, 38, 56, 58, 63, 75, 77, 201
domain, 28, 29, 42, 43, 45, 119, 120, 122, 130, 132,

141, 143, 151, 161, 172, 175, 185, 186,
207, 208

higher, 6, 7, 30, 33, 54, 58–60, 66, 68, 82, 87, 144,
159

higher carrier, 18, 28, 119, 142, 143, 167, 170, 172
increasing, 38, 54, 58, 75, 221
lower carrier, 143, 144, 159
random jitter, 291, 293
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Frequency division duplex, see FDD
Function, nonlinear, 92, 97, 109, 110

G
Generalized memory polynomial, see GMP
GMP (generalized memory polynomial), 92, 93,

95–97, 279, 281
GoB (grid-of-beams), 228, 245–249
Grid-of-beams, see GoB
Guard interval, 129, 151

H
Half-power beam width (HPBW), 220, 245, 247
Hann filter, 43, 44, 51
Hardware impairments, 16, 18, 21, 32, 87, 109, 115,

117, 145, 159, 167, 279–281
High frequencies, 25, 33, 38, 66, 144, 145, 160, 161,

166, 200, 201, 221, 230, 242

I
IMT (international mobile telecommunications), 5, 8,

78
Information bits, 254, 266–268, 275
Information theory, 253, 255, 264
Input power, low, 287–289
Inter-symbol interference, see ISI
Intercarrier interference, 133, 153, 167, 168, 172, 186
Interference, 122, 123, 127, 133, 135, 175, 176, 200,

206, 209, 212–215, 217, 226, 227, 230,
234, 235, 280, 282

intercell, 213, 214, 231, 234
measurements, 29, 232, 235
presubtraction, 212, 213
suppression, 80, 199, 200, 210–212, 215, 224, 233

International mobile telecommunications, see IMT
International telecommunications union, see ITU
Internet of things, see IoT
Internumerology interference, 173, 175, 176
IoT (internet of things), 1, 9, 15
ISI (inter-symbol interference), 123, 124, 133, 140,

153, 155, 186
ITU (international telecommunications union), 4, 6, 7,

10, 205

K
Kalman filter, 193–195, 197
Key performance indicators, see KPIs
Key technology components, 23, 229

KPIs (key performance indicators), 18, 144, 146, 161

L
Large bandwidths, 8, 81, 144, 146, 147, 161, 200, 216
Layers, 22, 23, 26, 28, 71, 208–212, 214, 215, 224,

228, 231–233, 235–238, 247
higher, 23, 26, 28, 244
transmitted, 209, 211, 214

LDPC code, 25, 261–263, 271
Linear block codes, 258–261, 264, 269, 270
Link adaptation, 27, 29, 171, 175, 225, 226
Link types, 142, 159–162
Listen-before-talk (LBT), 31, 164, 165
Low latency, 1, 12, 30, 31, 142, 143, 145, 161, 165,

171, 172, 272
LTE (long term evolution), 2–5, 14–16, 21, 23–26, 30,

140, 159–161, 163, 165, 179, 199, 200,
208, 209, 223, 224, 226–231, 233–235

LTE numerology, 165, 166

M
Maximum ratio transmission, see MRT
Measurement data, 55, 56, 73, 74, 78, 80, 84, 93, 95,

96
Medium access control (MAC) layer, 22, 23
Millimeter-wave, 3, 6, 7, 25, 30–33, 59, 60, 87, 88,

142, 143, 164, 165, 200, 201, 216, 217,
219–224, 229, 230, 244, 245, 247, 248,
281, 282

MIMO (multiple-input multiple-output), 25, 33, 48,
137, 142, 143, 199, 277

Mini-slots, 26, 30, 31, 164, 165, 172
MMTC (massive Machine Type Communications),

8–10, 23, 142, 143, 145, 172, 253
Mobile communications, 1–3, 5, 6, 12, 24, 35, 66, 74,

82, 84
Model parameters, 52, 62, 64, 95
Modeling error, 93, 189, 190
Models

baseline, 55, 79–81
phase-noise, 105, 169, 279
system, 101, 102

MRC (maximum ratio combining), 204, 206, 207, 215
MRT (maximum ratio transmission), 113, 205–207,

230
Multiantenna techniques, 8, 18, 24, 25, 87, 199, 200,

202, 203, 215, 216, 223, 224, 230
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Multicarrier waveforms, 18, 24, 119–121, 140, 141,
146, 148, 149, 160, 167, 186, 282, 284,
287, 291, 293

Multipath channel, 119, 123, 125, 185, 212, 282, 283
Multipath components, 44, 51, 53, 78–80
Multiple antennas, 199, 200, 206, 208, 215, 257
Multiple-input multiple-output, see MIMO
Mutual coupling, 88, 89, 100–102

N
Narrowband interference, 120
Narrowband subcarriers, 176–178
New radio, 3
NLoS measurements, 66, 67, 69
NLoS (non-line-of-sight), 33, 48, 53, 58, 59, 61,

67–69, 79, 201, 205, 206, 245, 250
Noise, 48, 52, 60, 73, 104–106, 203, 204, 214, 215,

230, 253
additive, 168, 189, 190, 284

Non-line-of-sight, see NLoS
Non-stand-alone (NSA), 6, 14
Number theory, 268
Numerologies, 24, 26, 126, 163–166, 170–178

aggressor, 175, 176
subcarriers of, 176–178

O
OFDM based waveforms, 123, 130, 131, 137
OFDM numerologies, 24, 30, 163, 166, 167, 172
OFDM (orthogonal frequency division multiplexing),

2, 24, 119–121, 131, 132, 134, 135, 137,
140, 141, 146, 147, 149, 151, 157–163,
167, 168, 175, 176, 179, 279, 280

OFDM subcarrier spacing, 29, 163, 167
OFDM symbols, 26, 28–32, 124, 126, 127, 150, 153,

163, 164, 166, 168, 182, 183, 186, 191,
193–195, 197, 272, 273

core, 126, 127
OFDM systems, 113, 160, 167, 168, 170, 172, 179,

183–188, 191, 208, 216, 224
OFDM waveforms, 122, 124, 125, 127, 140, 141, 179
OOB, see Out-of-band
Orthogonal frequency division multiplexing, see

OFDM
Orthogonality, 110, 112, 287, 291
Oscillator, 29, 104, 105, 107, 282, 287, 291
Oscillator frequencies, 154, 170

Out-of-band (OOB), 24, 127, 145, 146, 179, 180, 195,
281

Overlapping factor, 133–137, 147, 151, 285–287,
289–291, 293

P
PA, see Power amplifier
Packet data convergence protocol (PDCP) layer, 22
Panoramic photographs, 67, 68, 73
PAPR (peak-to-average-power-ratio), 119, 141, 144,

148, 149, 160, 181, 182
PAPR reduction, 160, 182

schemes, 183, 184
Partial transmit sequence (PTS), 182, 183
Peak-to-average-power-ratio, see PAPR
Penetration losses, 33, 57, 58, 77, 143
Phase locked loop, see PLL
Phase-noise

oscillator, 18, 28, 88, 279, 280
power spectral density, 104–106

Phase shifters, 217–219
PHY layer, 23, 28
PHYDYAS prototype filter, 285, 290, 291, 293
Physical broadcast channel (PBCH), 27, 232
Physical channels, 26
Physical downlink control channel (PDCCH), 27, 238,

241, 243, 244
Physical downlink shared channel (PDSCH), 26, 27,

238, 243, 244
Physical random access channel (PRACH), 27, 239
Physical signals, 26, 28
Physical uplink control channel (PUCCH), 27, 242,

245
Physical uplink shared channel (PUSCH), 27, 235,

236, 242
Pilots, scattered, 190, 191, 195, 282, 285
PLL (phase-locked loop), 34, 104, 105, 107, 111, 152,

167, 282, 283
PMI (precoding matrix indicator), 29, 224, 227, 228,

235, 242
Polar codes, 25, 253, 258, 264, 266–269, 271
Polarizations, 38, 41, 203, 207, 216, 219, 220, 228,

232, 233, 247, 249, 264
Power amplifier, 17, 18, 33, 87–91, 93, 97, 100–103,

110, 111, 114, 116, 140, 141, 144, 147,
148, 179, 205, 279–281

modeling, 89, 93, 97, 100
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Power delay profiles, 53, 54, 59, 62, 67–69, 73, 78,
114

Power spectral density, see PSDs
PRB (same as Resource Block (RB)), 26, 29, 175, 176,

179
Precoder matrix, 208, 209, 227, 232
Precoders, 29, 205, 210, 212, 213, 227, 228, 231, 233,

236, 237
Precoding, 202, 204–206, 208, 210, 211, 213, 214,

225, 227, 235
Precoding matrix indicator, see PMI
Propagation, 35–37, 40, 84, 215, 226

distance, 59, 69–71, 73, 79, 80
free-space, 36, 37, 39, 41, 70, 201, 203
radio wave, 16, 21, 32

Prototype filters, 120–123, 127, 130–134, 136, 147,
284–286, 290, 291, 293

PSDs (power spectral density), 95, 96, 104, 106, 108,
115, 134, 173, 184, 189

PTS (partial transmit sequence), 182, 183

Q
QoS, see Quality of service
QuaDRiGa channel model, 149, 191, 197, 293
Quality of service (QoS), 3, 18, 22, 159, 162

R
Radiation patterns, 98, 99, 205
Radio interface technologies, 5
Radio link control (RLC) layer, 22, 23
Radio link failure (RLF), 23, 244
Radiowave propagation, 35, 36, 48
Rank indicator, see RI
RB, see Resource block
Received signal vector, 207, 208, 214
Receiver side, 126, 132, 274
Reciprocity, 202, 225–227, 229, 231, 232, 235, 237,

239
Reference signal received power (RSRP), 29, 224
Reference signals, 25, 28, 30, 31, 178, 223–225, 227,

229–232, 239, 240, 243–245
received, 225, 238, 239, 241

Resource block (RB), 26, 128, 175–179, 230, 272–275
Retransmission, 27, 244
RF power amplifiers, 33
RFICs (radio frequency integrated circuits), 219, 220
RI (rank indicator), 29, 224, 235, 242

Robustness, 18, 144, 160, 161, 199, 238, 240–242, 253
phase-noise, 144, 146, 160, 161

S
Sampling frequency offset (SFO), 187, 188, 191, 193,

195–197
Scattering channel, 199, 204, 206, 207
Self-interferences, 123, 135, 136
Service data adaptation protocol (SDAP) layer, 22
Sidelink, 144, 145, 159–162, 179
Signal

bandwidth, 128, 147, 160, 163
processing, 16, 199

Signal-to-interference ratio, 136, 153, 154, 157, 158,
168, 169, 187, 199, 286, 290, 291

achievable, 153, 154, 157, 158, 168, 169, 187
Simulation, 113, 146, 147, 171, 190, 233, 234, 250,

286, 287, 291
exercises, 18, 279

Simulator, 279–286
open-source, 18, 279, 280

Single-carrier waveforms, 119, 140, 141, 146, 159,
186

SIR, see Signal-to-interference ratio
Slot, 26–28, 30–32, 140, 163, 164, 166, 170, 172, 231,

272
SNR (signal-to-noise ratio), 49, 120, 190, 199,

203–205, 207–210, 212, 254, 257, 268
Sounding reference signal, see SRS
SRS (sounding reference signal), 28, 29, 231, 238,

244, 245
SSB (synchronization signal block), 232, 238–245
Stochastic model, 110, 111, 113, 115
Subarrays, 218, 219, 245, 246
Subcarrier bandwidth, 172, 173, 186
Subcarrier spacing, 24, 26, 137, 160–164, 166–168,

170, 172–174, 176, 190, 191
function of, 154, 157
wider, 164, 170, 171, 173

Subcarriers, 26, 28, 29, 119–123, 127–129, 133–138,
149–151, 153–156, 167, 168, 172, 173,
175–179, 182, 186–189, 216, 282–286,
290, 291

demodulated, 153, 155, 157, 168, 185–187
Subchannels, 208, 209, 268, 285
Subframe, 26, 140, 165, 230
Symbols, pilot, 273–275, 277
Synchronization signal block, see SSB
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Synthetic channels, 265–268
System

practical, 191, 193, 209, 210, 213
simulations, 245, 248, 249

T
Tail-biting (TB), 258, 270, 271, 275
TB, see Tail-biting
TDD (time division duplex), 2, 30, 31, 143, 145, 202,

226, 227, 229, 231, 232, 235
Time division duplex, see TDD
Time domain, 26, 28, 29, 45, 47, 123, 126, 130, 143,

145, 147, 151, 153, 161, 164, 285
Time-frequency resources, 21, 26–28
Timing offset, 185, 186, 282
TM, see Transmission mode
TPMI (transmit precoder matrix indicator), 236
Tracking reference signal (TRS), 29, 244
Transmission loss, 7, 25, 32, 37–39, 48, 49, 55, 56, 59,

75, 83, 84, 119, 201, 211, 281
free-space basic, 37–39

Transmission mode (TM), 208, 227, 230, 231
Transmission points, 247, 248
Transmission ranks, 209, 224, 233, 235, 236
Transmission schemes, 180, 227, 232, 235
Transmitter, 57, 58, 61, 151, 175, 181, 193, 199,

202–212, 214, 238, 239, 277, 280, 282,
284, 285, 287

U
UF-OFDM, 123, 128, 146, 149, 151, 279, 280,

284–291, 293

waveform, 128, 129
ULA (uniform linear array), 99, 205, 206, 227, 228
Ultra-reliable low-latency communications, see

URLLC
Uniform linear array, see ULA
Uniform planar array (UPA), 219, 228
Unlicensed spectrum, 30, 31, 142, 164, 165
Uplink, 14, 23, 24, 28–31, 119, 142–144, 159, 161,

162, 179, 202, 209, 225, 226, 235, 239, 245
Uplink and downlink, 23, 24, 26, 180, 225, 226
Uplink and sidelink, 145, 160, 161
Uplink beam management, 29, 238, 244
Uplink measurements, 202, 229, 230
Uplink transmissions, codebook-based, 235, 236
URLLC (ultra-reliable low-latency communications),

8–10, 30, 31, 142, 145, 161, 172, 253, 269,
272, 274, 276, 277

User-plane, 14, 22, 23

V
Vector network analyzer (VNA), 48
Volterra series, 88–90, 92, 281

W
W-OFDM, 123, 125, 127, 130, 146, 149, 151, 175,

176, 279, 280, 284, 286, 287, 290, 291, 293
Waveform design requirements, 119, 161, 162
Wide range of frequencies, 21, 24, 142, 161, 166, 170
Wireless communications, 35, 203

Z
ZF receiver, 214, 215
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